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The Thomas–Fermi functional has a well known scaling behavior. Its minimum
scales as

ETF(Z) = ETF(1) Z7/3

and its minimizer as
ρTF
Z (x) = Z2ρTF

1 (Z1/3x).

It is therefore natural to conjecture that the energy ES(Z) of the non-relativistic
atomic Schrödinger operator and corresponding ground state densities ρSZ would –
suitably rescaled – converge to the corresponding Thomas–Fermi quantity. In fact,
fifty years after the work of Thomas and Fermi, Lieb and Simon [31, 32] showed

ES(Z) = ETF(Z) + o(Z7/3)

and ∫
M

dx ρSZ(x/Z
1/3)/Z2 →

∫
M

dx ρTF
1 (x)

for every bounded measurable set M (see also Baumgartner [1] for the convergence
of the density).

Whereas the energy is asymptotically given by Thomas–Fermi theory, it turns
out that the relative accuracy for medium range atoms is only about 10 %; in fact,
the energy given by the Thomas–Fermi approximation is too low and this triggered
discussions for corrections. Initially – the result of Lieb and Simon was not yet
available – it was proposed, e.g., to change the power, namely instead of ETF(1)Z7/3

to the dependence constZ12/5 (Foldy [13]) motivated by numerical results. An
alternative correction, namely to add Z2/2, was put forward by Scott [44] based
on a theoretical argument that a correction on distances 1/Z from the nucleus is
necessary. This prediction – later named Scott conjecture (Lieb [30], Simon [48,
Problem 10b]) – was shown to be correct (Siedentop and Weikard [45, 45, 46, 47]
where the lower bound is based on initial work of Hughes [21], see also Hughes [22]).
The related statement that the density on the scale 1/Z converges to the sum of the
square of the hydrogen orbitals, also known as strong Scott conjecture (Lieb [30]),
was shown by Iantchenko et al [24]. We refer to Iantchenko [23] for the density on
other scales, and Iantchenko and Siedentop [25] for the one-particle density matrix.

In fact, Schwinger [43] proposed a three term expansion

(1.2) ES(Z) = ETF(1)Z7/3 + q
4Z

2 − eDSZ
5/3 + o(Z5/3)

for the ground state energy, which was shown to be correct by Fefferman and Seco
[9, 4, 10, 7, 5, 6, 8]. A corresponding result for the density is still unknown.

Although these asymptotic expansions for large Z-atoms are extremely challeng-
ing, they are of limited physical interest, since the innermost electrons move with a
velocity which is a substantial fraction of the velocity of light c. Thus, a relativistic
description is mandatory. Here, we study one of the simplest relativistic models in
quantum mechanics, the so-called Chandrasekhar operator. Sørensen [38] proved
that for Z → ∞ and c→ ∞, keeping the ratio Z/c ≤ 2/π fixed, the ground state en-
ergy is again given to leading order by ETF(Z). Moreover, it was shown [34] that the
ground state density on the Thomas–Fermi length scale converges weakly and in the
Coulomb norm to the minimizer of the hydrogenic Thomas–Fermi functional. This
indicates that the bulk of the electrons on the length scale Z−1/3 does not behave
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relativistically. However, relativistic effects should be visible in the Scott correction
which results from the innermost and fast moving electrons. In fact, Schwinger [42]
made this observation quantitative and derived a Z2 correction which is lower than
Scott’s. Such a correction was indeed proven for the Chandrasekhar operator by
Solovej et al [50] and Frank et al [15] by two different methods. Later, it was shown
for other relativistic Hamiltonians, namely, the Brown–Ravenhall operator (Frank
et al [16]), and the no-pair operator in the Furry picture (Handrek and Siedentop
[18]), which describe increasingly more realistic models. In fact, the no-pair opera-
tor in the Furry picture gives numerically energies that are correct within chemical
accuracy (Reiher and Wolf [41]).

Our main result here is the convergence of the suitably rescaled one-particle
ground state density of a Chandrasekhar atom: it converges on distances 1/Z
from the nucleus to the corresponding density of the one-particle hydrogenic Chan-
drasekhar operator. This proves a generalization of the strong Scott conjecture for
relativistic atoms. This result underscores that relativistic effects occur close to the
nucleus and that self-interactions of the innermost electrons are negligible.

1.2. Definitions and main result. The Chandrasekhar operator of N electrons
of unit mass and with q spin states, each in the field of a nucleus of charge Z and
velocity of light c > 0, is given, in atomic units, by

(1.3)

N∑
ν=1

(√
−c2∆ν + c4 − c2 − Z

|xν |

)
+

∑
1≤ν<µ≤N

1

|xν − xµ|
in

N∧
ν=1

L2(R3 : Cq) .

Technically, this operator is defined as the Friedrichs extension of the corresponding
quadratic form with form domain

∧N
ν=1C

∞
0 (R3 : Cq). It is bounded from below if

and only if Z/c ≤ 2/π (Kato [26, Chapter 5, Equation (5.33)], Herbst [20, Theorem

2.5], Weder [52]) and, if Z/c < 2/π, then its form domain is H1/2(R3N : CqN ) ∩∧N
ν=1 L

2(R3 : Cq). In the following, we restrict ourselves to the case where

N = Z , q = 1 and γ = Z/c

with a fixed constant γ ∈ (0, 2/π). We denote the resulting Hamiltonian by CZ .
It is known that the ground state energy inf specCZ is an eigenvalue of CZ (Lewis

et al [29]). This eigenvalue may be degenerate and we denote by ψ1, . . . , ψM a basis
of the corresponding eigenspace. In the following we consider (not necessarily pure)
ground states d of CZ , which can be written as

d =
M∑
µ=1

wµ|ψµ⟩⟨ψµ|

with constants wµ ≥ 0 such that
∑M

µ=1wµ = 1. We will denote the corresponding
one-particle density by ρd,

ρd(x) := N
M∑
µ=1

wµ

∫
R3(N−1)

|ψµ(x, x2, . . . , xN )|2 dx2 · · · dxN for x ∈ R3 .

For ℓ ∈ N0 we denote by Yℓm, m = −ℓ, . . . , ℓ, a basis of spherical harmonics of
degree ℓ, normalized in L2(S2) [35, (B.93)]. The radial electron density ρℓ,d in the
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ℓ-th angular momentum channel will be denoted by ρℓ,d,

ρℓ,d(r) :=
Nr2

2ℓ+ 1

ℓ∑
m=−ℓ

M∑
µ=1

wµ

×
∫
R3(N−1)

∣∣∣∣∫
S2
Yℓm(ω)ψµ(rω, x2, . . . , xN )dω

∣∣∣∣2 dx2 · · · dxN
for r ∈ R+ .

Note that

(1.4)

∫
S2
ρd(rω) dω = r−2

∞∑
ℓ=0

(2ℓ+ 1)ρℓ,d(r) for r ∈ R+ .

Our main result concerns these densities on distances of order Z−1 from the
nucleus. It is known that electrons on these distances lead to the Scott correction
to the Thomas–Fermi approximation to the ground state energy of CZ ; see [50, 15].
As in these works, a key role in our paper is played by the relativistic hydrogen
Hamiltonian

CH :=
√
−∆+ 1− 1− γ

|x|
in L2(R3) .

Decomposing this operator into angular momentum channels we are led to the radial
operators

(1.5) CH
ℓ :=

√
− d2

dr2
+
ℓ(ℓ+ 1)

r2
+ 1− 1− γ

r
in L2(R+) .

We emphasize that the space L2(R+) is defined with measure dr, not with r2 dr. If
ψH
n,ℓ, n ∈ N0, denote the normalized eigenfunctions of this operator, we denote the

corresponding density in channel ℓ by

(1.6) ρHℓ (r) :=
∞∑
n=0

|ψH
n,ℓ(r)|2 .

The total density is given by

(1.7) ρH(r) := (4π)−1 r−2
∞∑
ℓ=0

(2ℓ+ 1)ρHℓ (r) .

We discuss properties of these densities later in Theorem 1.4, where we show, in
particular, that the above series converge for r > 0 and where we prove bounds on
their small r and large r behavior.

The strong Scott conjecture asserts convergence of the rescaled ground state
densities ρd and ρℓ,d to the corresponding relativistic hydrogen densities ρH and ρHℓ .
This convergence holds in the weak sense when integrated against test functions.
Our test functions are allowed to be rather singular at the origin and do not need

to decay rapidly. Since the definition of the corresponding function spaces D(0)
γ

and D is somewhat involved, we do not state it here but refer to (4.2) and (5.1) in
Sections 4 and 5. We denote by Lp

c([0,∞)) the space of all functions in Lp whose
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support is a compact subset of [0,∞). As example of an allowed test function we
mention that if

|U(r)| ≤ C
(
r−11{r≤1} + r−α1{r>1}

)
for some α > 1, then U = U1 + U2 with U1 ∈ r−1L∞

c ([0,∞)) and U2 ∈ D(0)
γ .

Moreover, if α > 3/2, then even U2 ∈ D ∩ D(0)
γ . Note that if indeed, as we believe,

ρH(r) ≳ r−3/21{r>1}, then the assumption α > 3/2 is optimal in order to have the

integral
∫
R3 ρ

H(|x|)U(|x|) dx, which appears in the strong Scott conjecture, finite.
The following two theorems are our main results.

Theorem 1.1 (Convergence in a fixed angular momentum channel). Let γ ∈
(0, 2/π), ℓ0 ∈ N0, and U = U1 + U2 with U1 ∈ r−1L∞

c ([0,∞)) and U2 ∈ D(0)
γ .

Then, for Z, c→ ∞ with Z/c = γ fixed,

lim
Z→∞

∫ ∞

0
c−3ρℓ0,d(c

−1r)U(r) dr =

∫ ∞

0
ρHℓ0(r)U(r) dr .

Theorem 1.2 (Convergence in all angular momentum channels). Let γ ∈ (0, 2/π)

and U = U1+U2 be a function on (0,∞) with U1 ∈ r−1L∞
c ([0,∞)) and U2 ∈ D∩D(0)

γ .
Then, for Z, c→ ∞ with Z/c = γ fixed,

lim
Z→∞

∫
R3

c−3ρd(c
−1|x|)U(|x|) dx =

∫
R3

ρH(|x|)U(|x|) dx .

As explained in the previous subsection, this is the relativistic analogue of the
strong Scott conjecture proved by Iantchenko et al [24]. Let us compare Theo-
rems 1.1 and 1.2 with their results. Both works give convergence of the density
on scales of order Z−1 in a certain weak sense. On the one hand, our class of test
functions includes functions with Coulomb type singularities (and even a behavior

like sin(1/r)r−1 is allowed) and with slow decay like r−3/2−ε for ε > 0, which are not
covered in [24]. On the other hand, the class of test functions in [24] includes radial
delta functions and therefore Iantchenko et al can prove pointwise convergence. The
reason we cannot handle radial delta functions is that these are not form bounded
with respect to

√
−∆.

Remark 1.3. The fact that d is an exact ground state of CZ is not essential for the
proof of Theorems 1.1 and 1.2. The assertions continue to hold if d is an approximate
ground state in the sense that

(1.8) Z−2 (TrCZd− inf specCZ) → 0 as Z → ∞ ;

see Remark 2.3 for further details about this generalization.

We end this presentation of our main results by discussing the hydrogenic den-
sities ρH and ρHℓ in more detail. They are much less understood than their non-
relativistic counterparts. This originates from the fact that the eigenfunctions in
the Chandrasekhar case are not explicitly known as opposed to the Schrödinger
case.

The following result gives pointwise bounds on the densities ρHℓ and ρH and
shows, in particular, that the series defining them actually converge. To formulate
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the result, we introduce

σ 7→ Φ(σ) := (1− σ) tan
πσ

2
.(1.9)

It is easy to see that Φ is strictly monotone on [0, 1] with Φ(0) = 0 and limσ→1Φ(σ) =
2/π. Thus, there is a unique σγ ∈ (0, 1) such that Φ(σγ) = γ.

Theorem 1.4 (Pointwise bounds on ρHℓ and ρH). Let 1/2 < s ≤ 3/4 if 0 < γ <

(1 +
√
2)/4 and 1/2 < s < 3/2− σγ if (1 +

√
2)/4 ≤ γ < 2/π. Then for all ℓ ∈ N0

and r ∈ R+

ρHℓ (r) ≤ As,γ

(
ℓ+ 1

2

)−4s

×

( r

ℓ+ 1
2

)2s−1

1{r≤ℓ+ 1
2
} +

(
r

ℓ+ 1
2

)4s−1

1{ℓ+ 1
2
<r≤(ℓ+ 1

2
)2}

+
(
ℓ+ 1

2

)4s−1
1{r>(ℓ+ 1

2
)2}

]
.

Moreover, for any ε > 0 and r ∈ R+,

ρH(r) ≤

{
Aγ r

−3/2 if 0 < γ < (1 +
√
2)/4 ,

Aγ,ε

(
r−2σγ−ε1{r≤1} + r−3/21{r>1}

)
if (1 +

√
2)/4 ≤ γ < 2/π .

In this theorem, and similarly in the rest of this paper, we denote by A a constant
which only depends on the parameters appearing as subscripts of A.

We believe that the bound r−3/2 on ρH(r) for large r is best possible, since
this regime should be dominated by non-relativistic effects and in the Schrödinger
case Heilmann and Lieb [19] showed that the hydrogenic density behaves like

(
√
2/(3π2))γ3/2r−3/2 + o(r−3/2) for large r. Note that this indicates that there

is a smooth transition between the quantum length scale Z−1 and the semiclassical
length scale Z−1/3, as the Thomas–Fermi density diverges like (Z/r)3/2 at the ori-
gin. As we will explain in Appendix B, arguments similar to those in the proof of
Theorem 1.4 also yield an r−3/2 bound in the non-relativistic case. Proving a cor-
responding lower bound on ρH(r) for large r, as well as determining the asymptotic
coefficient is an open problem.

We believe that the bound on ρH for small r is best possible for γ ≥ (1 +
√
2)/4,

except possibly for the arbitrary small ε > 0. In fact, we believe that |ψH
0,0|2 has an

r2−2σγ behavior at r = 0. Evidence for this conjecture comes from the trial functions
used in [39, Eq. (6)] and from the description of the domain of CH

ℓ in momentum
space [27, Sec. V]. On the other hand, the small r behavior of the bound in Theorem
1.4 is not optimal for γ < (1 +

√
2)/4 and, indeed, in Theorem 5.4 we show how

to improve it somewhat at the expense of a more complicated statement. The
appearance of γ = (1 +

√
2)/4 is technical and comes from the restriction σ ≤ 3/4

together with the fact that σ(1+
√
2)/4 = 3/4 (since Φ(3/4) = (1 +

√
2)/4). It is an

open problem to decide whether the bound r−2σγ for small r is best possible for all
0 < γ ≤ 2/π. Note that in the Coulomb–Dirac model, where the eigenfunctions are
known explicitly, the singularity depends on the coupling constant γ. In contrast,
in the non-relativistic case, Heilmann and Lieb [19] have shown that the hydrogenic
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density is finite at the origin. They have also shown that the density is monotone
decreasing in r, which again is an open question in the Chandrasekhar case.

1.3. Strategy of the proof. Theorem 1.1 is proved via a linear response argu-
ment and follows the lines of Lieb and Simon [32], Baumgartner [1] (using Griffiths’
lemma [17], see also [49, Theorem 1.27]) and Iantchenko et al [24]: we differentiate
with respect to the coupling constant λ of a perturbation U in the ℓ-th angular mo-
mentum channel of the Chandrasekhar operator. The derivative, i.e., the response,
is given by the ground state density integrated against U . To prove Theorem 1.2
one needs to justify that one can interchange the sum over ℓ ∈ N0 with the limit
Z → ∞.

In more detail, the proof of our two main results, Theorems 1.1 and 1.2, relies
on four propositions. The first two reduce the multi-particle problem to a one-
body problem. We recall that the Chandrasekhar hydrogen operator CH

ℓ in angular
momentum channel ℓ was introduced in (1.5). Moreover, for a self-adjoint operator
A we write A− = −Aχ(−∞,0)(A).

Proposition 1.5. Let γ ∈ (0, 2/π), ℓ0 ∈ N0 and assume that U ≥ 0 is a measurable
function on (0,∞) that is form bounded with respect to CH

0 . Then, provided |λ| is
sufficiently small,

lim sup
Z→∞

∫ ∞

0
c−3ρℓ0,d(c

−1r)U(r) dr

≤ λ−1
(
Tr
(
CH
ℓ0 − λU

)
− − Tr

(
CH
ℓ0

)
−

)
if λ > 0

and

lim inf
Z→∞

∫ ∞

0
c−3ρℓ0,d(c

−1r)U(r) dr

≥ λ−1
(
Tr
(
CH
ℓ0 − λU

)
− − Tr

(
CH
ℓ0

)
−

)
if λ < 0.

Proposition 1.6. Let γ ∈ (0, 2/π), ℓ0 ∈ N0 and assume that U ≥ 0 is a measurable
function on (0,∞) that is form bounded with respect to CH

0 . Assume that there is
a sequence (aℓ)ℓ≥ℓ0 and a λ0 > 0 such that for all 0 < λ ≤ λ0 and all functions χ
on (0,∞) with 0 ≤ χ ≤ γ/r,

Tr
(
CH
ℓ + χ− λU

)
− − Tr

(
CH
ℓ + χ

)
− ≤ λaℓ .

Then

lim sup
Z→∞

∞∑
ℓ=ℓ0

(2ℓ+ 1)

∫ ∞

0
c−3ρℓ,d(c

−1r)U(r) dr ≤
∞∑

ℓ=ℓ0

(2ℓ+ 1)aℓ .

The proof of these two propositions uses rather standard tools and is given in
Section 2. These propositions reduce the proof of our main results to the question
of differentiability of the functions λ 7→ Tr

(
CH
ℓ0

− λU
)
− at λ = 0 and to uniform

bounds on the corresponding difference quotients. We summarize these results in
the following two propositions, which are proved in Sections 4 and 5. These results
constitute the main technical contribution of this paper.
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Proposition 1.7. Let γ ∈ (0, 2/π), ℓ0 ∈ N0 and let U be a non-negative function on

(0,∞) such that either U ∈ r−1L∞
c ([0,∞)) or U ∈ D(0)

γ . Then λ 7→ Tr
(
CH
ℓ0

− λU
)
−

is differentiable at λ = 0 with derivative given by
∫∞
0 ρHℓ0(r)U(r) dr.

Proposition 1.8. Let γ ∈ (0, 2/π) and let U = U1 + U2 be a function on (0,∞)
with non-negative U1 ∈ r−1L∞

c ([0,∞)) and non-negative U2 ∈ D. Then there are
ℓ∗ ∈ N0, λ0 > 0, ε > 0 and A < ∞ such that for all ℓ ≥ ℓ∗, 0 < λ ≤ λ0 and all
functions 0 ≤ χ ≤ γ/r on (0,∞),(

Tr
(
CH
ℓ + χ− λU

)
− − Tr

(
CH
ℓ + χ

)
−

)
≤ Aλ (ℓ+ 1/2)−2−ε .

Our main results, Theorems 1.1 and 1.2, follow in a routine way from these four
propositions. We include the details for the sake of completeness.

Proof of Theorem 1.1. Since the assertion of the theorem is additive with respect
to U and since the positive and negative parts of U1 and U2 again belong to r−1L∞

c

and D(0)
γ , respectively, we may assume from now on that U is non-negative and that

it belongs either to r−1L∞
c or to D(0)

γ . Then Proposition 1.7 implies that

lim
λ→0

λ−1
(
Tr
(
CH
ℓ0 − λU

)
− − Tr

(
CH
ℓ0

)
−

)
=

∫ ∞

0
ρHℓ0(r)U(r) dr .

Since U is form bounded with respect to CH
0 (under the r−1L∞

c assumption this

follows from Kato’s inequality and under theD(0)
γ assumption it is shown in the proof

of Proposition 1.7), the assertion in Theorem 1.1 follows from Proposition 1.5. □
Proof of Theorem 1.2. As in the proof of Theorem 1.1 we may assume that U is
non-negative. Then Proposition 1.8 implies that the assumption of Proposition 1.6
is satisfied with aℓ = A(ℓ+1/2)−2−ε for some constant A and some ε > 0. Therefore
Proposition 1.6 implies that

lim sup
Z→∞

∞∑
ℓ=ℓ0

(2ℓ+ 1)

∫ ∞

0
c−3ρℓ,d(c

−1r)U(r) dr ≤ A′(ℓ0 + 1/2)−ε .

In particular, the left side is finite. Moreover, by Theorem 1.1 and Fatou’s lemma,
∞∑

ℓ=ℓ0

(2ℓ+ 1)

∫ ∞

0
ρHℓ (r)U(r) dr ≤ lim inf

Z→∞

∞∑
ℓ=ℓ0

(2ℓ+ 1)

∫ ∞

0
c−3ρℓ,d(c

−1r)U(r)dr

≤ A′(ℓ0 + 1/2)−ε .

We recall (1.4) and bound∣∣∣∣∫
R3

c−3ρd(c
−1|x|)U(|x|) dx−

∫
R3

ρH(|x|)U(|x|) dx
∣∣∣∣

≤
ℓ0−1∑
ℓ=0

(2ℓ+ 1)

∣∣∣∣∫ ∞

0
c−3ρℓ,d(c

−1r)U(r) dr −
∫ ∞

0
ρHℓ (r)U(r) dr

∣∣∣∣
+

∞∑
ℓ=ℓ0

(2ℓ+ 1)

(∫ ∞

0
c−3ρℓ,d(c

−1r)U(r) dr +

∫ ∞

0
ρHℓ (r)U(r) dr

)
.
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Thus, by Theorem 1.1 and the above bounds,

lim sup
Z→∞

∣∣∣∣∫
R3

c−3ρd(c
−1|x|)U(|x|) dx−

∫
R3

ρH(|x|)U(|x|) dx
∣∣∣∣

≤ 2A′(ℓ0 + 1/2)−ε .

Since ℓ0 can be chosen arbitrarily large, we obtain the claimed convergence. □

Let us discuss some of the difficulties that we overcome in this paper. Both quan-
tities

∫∞
0 c−3ρℓ0,d(c

−1r)U(r) dr and
∫∞
0 ρHℓ0(r)U(r) dr that appear in Theorem 1.1

can be informally thought of as derivatives at λ = 0 of certain energies with a test
potential λU . For the ‘multi-particle quantity’

∫∞
0 c−3ρℓ0,d(c

−1r)U(r) dr one does
not actually have to compute a derivative and, in particular, one does not have
to worry about interchanging differentiation with the limit Z → ∞. Instead, one
can work with difference quotients because of a convexity argument that is behind
the proof of Proposition 1.5. On the other hand, in order to obtain the ‘one-body
quantity’

∫∞
0 ρHℓ0(r)U(r) dr one has to justify differentiability of Tr(CH

ℓ0
− λU)− at

λ = 0, as stated in Proposition 1.7.
The abstract question of differentiability of Tr(A − λB)− is answered in Theo-

rem 3.1 under the assumption that (A +M)−1/2B(A +M)−1/2 is trace class for
M > − inf specA. This assumption is satisfied, for instance, in the non-relativistic
case and therefore leads to an alternative proof of parts of the results in [24]. In
the relativistic case, however, the form trace class condition is not satisfied and
one needs a generalization which, besides some technical conditions, requires that
(A+M)−sB(A+M)−s is trace class only for some s > 1/2. However, the gain from
allowing s > 1/2 comes at the expense of working outside of the natural energy
space and leads to several complications.

To be more specific, in our application we have A = CH
ℓ0

and B = U . Replacing

for the moment CH
ℓ0

by Cℓ0 , the operator (Cℓ0 +M)−sU(Cℓ0 +M)−s is not trace
class for s = 1/2, no matter how nice U ̸≡ 0 is. This follows essentially from the

fact that (
√
k2 + 1 − 1 +M)−1 ̸∈ L1(R+,dk). On the other hand, for s > 1/2 one

can show that this operator is trace class for a rather large class of functions U , see
Proposition 4.4. This leaves us with the problem of replacing CH

ℓ0
by Cℓ0 , which is

to say showing boundedness of (Cℓ0 +M)s(CH
ℓ0

+M)−s for some s > 1/2. When
ℓ0 ≥ 1 or when ℓ0 = 0 and γ < 1/2 one can deduce this boundedness for s = 1 from
Hardy’s inequality and obtain the corresponding result for all s < 1 by operator
monotonicity, see Remark 4.2. In order to deal with the remaining case ℓ0 = 0 and
1/2 ≤ γ < 2/π we need the recent result from [14] which says that |p|s(|p|−γ|x|−1)−s

is bounded in L2(R3) if s < 3/2− σγ with σγ from (1.9). Since σγ < 1 for γ < 2/π
we can therefore find an s > 1/2 such that (Cℓ0 +M)s(CH

ℓ0
+M)−s is bounded, see

Proposition 4.1. It is at this point that the assumption γ < 2/π enters.

The organization of this paper is as follows: In the next section, we prove Propo-
sitions 1.5 and 1.6. In Section 3 we compute in an abstract setting the two-sided
derivatives of the sum of the negative eigenvalues of an operator A − λB with re-
spect to λ. In Section 4 we show that the conditions of the previous section are
fulfilled for a certain class of test potentials and thereby prove Proposition 1.7. In
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Section 5, we control the ℓ-dependence of difference quotients for a certain class of
test potentials, which leads to Proposition 1.8. Moreover, using a similar argument
we will prove Theorem 1.4.

Yasha Sinai is remarkable not only for the depth of his contributions to probability
theory and to mathematical physics but to their breadth. We hope he enjoys this
birthday bouquet.

2. Reduction to a one-particle problem

Our goal in this section is to prove Propositions 1.5 and 1.6 which allow us to
pass from a multi-particle problem to a one-body problem.

2.1. Proof of Proposition 1.5. Let

Πℓ :=
ℓ∑

m=−ℓ

|Yℓ,m⟩⟨Yℓ,m|

be the orthogonal projection onto the subspace of angular momentum ℓ and define
the operator

CZ,λ := CZ − λ

N∑
ν=1

c2U(c|xν |)Πℓ0,ν in

N∧
ν=1

L2(R3) .

Here the operator Πℓ0,ν acts as Πℓ0 with respect to the ν-th particle. Since U is

assumed to be form bounded with respect to CH
ℓ , the operator CZ,λ can be defined

in the sense of quadratic forms for all λ in an open neighborhood of zero, which is
independent of Z.

The starting point of the proof is that the quantity of interest can be written as

(2.1)

∫ ∞

0
c−3ρℓ0,d(c

−1r)U(r) dr = λ−1(2ℓ0 + 1)−1c−2Tr(CZ − CZ,λ)d .

In order to prove Proposition 1.5 we will bound TrCZ,λd from below and TrCZd
from above.

We begin with the lower bound on Tr(dCZ,λ), which we will obtain through

a correlation inequality. We denote by ρTF
Z the unique minimizer of the Thomas–

Fermi functional for a neutral atom with corresponding ground state energy ETF(Z)
(Lieb and Simon [32, Theorem II.20]). Moreover, we define the radius RTF

Z (x) of
the exchange hole at x ∈ R3 by ∫

|x−y|≤RTF
Z (x)

ρTF
Z (y) dy =

1

2
,

set

χTF
Z (x) :=

∫
|x−y|≥RTF

Z (x)

ρTF
Z (y)

|x− y|
dy
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and recall the correlation inequality by Mancas et al [33],

∑
ν<µ

1

|xν − xµ|
≥

Z∑
ν=1

χTF
Z (xν)−D[ρTF

Z ] .(2.2)

For a self-adjoint operator v in L2(R3) which is form bounded with respect to√
−∆ with form bound < c we define

Cc(v) =
√

−c2∆+ c4 − c2 − v in L2(R3) .

Moreover, for a trace class operator A in L2(R3), we define

TrℓA := Tr ΠℓAΠℓ .

We now bound TrCZ,λd from below in terms of traces of one-particle operators.

Lemma 2.1. For all λ in a neighborhood of 0 and all N ∋ L < Z,

TrCZ,λd ≥ −
L−1∑
ℓ=0

TrℓCc(Z|x|−1 + λc2U(c|x|)Πℓ0)−

−
Z∑

ℓ=L

TrℓCc(Z|x|−1 − χTF
Z + λc2U(c|x|)Πℓ0)− −D[ρTF

Z ] .

Proof. Let d(1) denote the one-particle density matrix of d. Applying the correlation
inequality (2.2) and using the non-negativity and spherical symmetry of χTF

Z (x), we
obtain for any L < Z,

TrCZ,λd ≥
∞∑
ℓ=0

TrℓCc(Z|x|−1 − χTF
Z + λc2U(c|x|)Πℓ0)d

(1) −D[ρTF
Z ]

≥
L−1∑
ℓ=0

TrℓCc(Z|x|−1 + λc2U(c|x|)Πℓ0)d
(1)

+

∞∑
ℓ=L

TrℓCc(Z|x|−1 − χTF
Z + λc2U(c|x|)Πℓ0)d

(1) −D[ρTF
Z ] .

Since the restriction of the operator Cc(Z|x|−1 − χTF
Z + λc2U(c|x|)Πℓ0) to angular

momentum ℓ is increasing in ℓ, we can estimate the last expression further from
below by replacing d(1) by a one-particle density matrix that is defined such that
all channels ℓ < L are completely occupied. Since there are no more than Z total
angular momentum channels occupied anyway, the second sum can be cut off at Z.
Finally, invoking the variational principle yields the claimed bound. □

Our next goal is to estimate TrCZd = inf specCZ from above using the results
from [15].
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Lemma 2.2. If L = [Z1/9], then

inf specCZ ≤ −
L−1∑
ℓ=0

TrℓCc(Z|x|−1)− −
Z∑

ℓ=L

TrℓCc(Z|x|−1 − χTF
Z )−

−D[ρTF
Z ] + constZ47/24 .(2.3)

Proof. We denote by SZ the non-relativistic analogue of CZ which is given by the
same formula but with

√
−c2∆+ c4−c2 replaced by −(1/2)∆. Similarly, we denote

by S(v) the non-relativistic analogue of Cc(v) and set

∆C(Z) := inf specCZ+
L−1∑
ℓ=0

TrℓCc(Z|x|−1)−+
Z∑

ℓ=L

TrℓCc(Z|x|−1 − χTF
Z )−

+D[ρTF
Z ],

∆S(Z) := inf specSZ +

L−1∑
ℓ=0

Trℓ S(Z|x|−1)− +

Z∑
ℓ=L

Trℓ S(Z|x|−1 − χTF
Z )−

+D[ρTF
Z ].

Then

(2.4) inf specSZ − inf specCZ = ∆S(Z)−∆C(Z) + Z2s(γ) +O(Z17/9)

for a certain constant s(γ). The analogue of this bound in the Brown–Ravenhall
case is proved in [16, Subsection 4.1, Proof of Theorem 1.1 – First part], but extends
to the Chandrasekhar case; see also the slightly less precise version in [15, Proof of
Theorem 1 – First part]. On the other hand, we have

(2.5) inf specSZ − inf specCZ ≥ Z2s(γ)− constZ47/24 .

Again, in the Brown–Ravenhall case this is proved in [16, Subsection 4.2.3], but
it extends, with a simpler proof, to the Chandrasekhar case. (We note that the
corresponding bound in [15, Proof of Theorem 1 – Second part] only gives a o(Z2)
error.) Combining (2.4) and (2.5) we obtain

∆S(Z)−∆C(Z) ≥ −constZ47/24 .

Since ∆S(Z) = O(Z47/24) (which is, essentially, [16, Proposition 4.1], which is

similar to [15, Proposition 3]), we deduce that ∆C(Z) ≤ constZ47/24, as claimed in
the lemma. □

After these preliminaries we begin with the main part of the proof of Proposi-
tion 1.5. Inserting the bounds from Lemmas 2.1 (with L = [Z1/9]) and 2.2 into
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(2.1), we obtain

c2λ(2ℓ0 + 1)

∫ ∞

0
c−3ρℓ0,d(c

−1r)U(r) dr = Tr(CZ − CZ,λ)d

≤
L−1∑
ℓ=0

(
TrℓCc(Z|x|−1 + λc2U(c|x|)Πℓ0)− − TrℓCc(Z|x|−1)−

)
+

Z∑
ℓ=L

(
TrℓCc(Z|x|−1 + λc2U(c|x|)Πℓ0 − χTF

Z )−

−TrℓCc(Z|x|−1 − χTF
Z )−

)
+ constZ47/24 .

For sufficiently large Z, we have L = [Z1/9] > ℓ0. Thus, the last expression simplifies
to

c2λ(2ℓ0 + 1)

∫ ∞

0
c−3ρℓ0,d(c

−1r)U(r) dr

≤ Trℓ0 Cc(Z|x|−1 + λc2U(c|x|))− − TrℓCc(Z|x|−1)− + constZ47/24

= c2
(
Trℓ0 C1(γ|x|−1 + λU(|x|))− − TrℓC1(γ|x|−1)− + constZ−1/24

)
= c2(2ℓ0 + 1)

(
Tr
(
CH
ℓ0 − λU

)
− − Tr

(
CH
ℓ0

)
− + constZ−1/24

)
.

Letting Z → ∞ we obtain

lim sup
Z→∞

λ

∫ ∞

0
c−3ρℓ0,d(c

−1r)U(r) dr ≤ Tr
(
CH
ℓ0 − λU

)
− − Tr

(
CH
ℓ0

)
− .

This implies the bounds in the proposition. □

2.2. Proof of Proposition 1.6. Similarly as in the previous subsection, for ℓ0 ∈ N
we introduce

Cℓ0
Z,λ := CZ − λ

N∑
ν=1

c2U(c|xν |)
∞∑

ℓ=ℓ0

Πℓ,ν in
N∧
ν=1

L2(R3) .

As in (2.1), we have

∞∑
ℓ=ℓ0

(2ℓ+ 1)

∫ ∞

0
c−3ρℓ,d(r/c)U(r) dr = λ−1c−2Tr(CZ − Cℓ0

Z,λ)d .(2.6)

Note that both sides are well-defined although possibly equal to +∞. The left side
is a sum of non-negative terms and on the right side, TrCZd = inf specCZ > −∞.
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Combining identity (2.6) with an obvious generalization of Lemma 2.1 and with
Lemma 2.2 we obtain for L > ℓ0,

c2λ
∞∑

ℓ=ℓ0

(2ℓ+ 1)

∫ ∞

0
c−3ρℓ,d(r/c)U(r) dr

≤
L−1∑
ℓ=0

TrℓCc(Z|x|−1 + λc2U(c|x|)
∞∑

ℓ′=ℓ0

Πℓ′)− − TrℓCc(Z|x|−1)−


+

Z∑
ℓ=L

TrℓCc(Z|x|−1 + λc2U(c|x|)
∞∑

ℓ′=ℓ0

Πℓ′ − χTF
Z )−

−TrℓCc(Z|x|−1 − χTF
Z )−

)
+ constZ47/24

= c2
L−1∑
ℓ=ℓ0

(
TrℓC1(Z|x|−1 + λc2U(c|x|))− − TrℓC1(Z|x|−1)−

)
+ c2

Z∑
ℓ=L

(
TrℓC1(γ|x|−1 + λU(|x|)− c−2χTF

Z (x/c))−

−TrℓC1(γ|x|−1 − c−2χTF
Z (x/c))−

)
+ constZ47/24 .

Since c−2χTF
Z (x/c) is radial (because the Thomas–Fermi density is radial) and

0 ≤ c−2χTF
Z (x/c) ≤ γ/r (the second inequality here follows from the fact that

the Thomas–Fermi potential is non-negative), the assumption of the proposition
implies that for 0 < λ ≤ λ0

∞∑
ℓ=ℓ0

(2ℓ+ 1)

∫ ∞

0
c−3ρℓ,d(r/c)U(r) dr ≤

∞∑
ℓ=ℓ0

(2ℓ+ 1)aℓ + constλ−1Z−1/24 .

Taking the limsup as Z → ∞, we obtain the bound in the proposition. □

Remark 2.3. In Remark 1.3 we claim that that Theorems 1.1 and 1.2 continue to
hold for approximate ground states in the sense of (1.8). To justify this claim let
us show that Propositions 1.5 and 1.6 continue to hold in this more general set-up.
In fact, Lemma 2.2 and (1.8) now imply

TrCZd ≤ −
L−1∑
ℓ=0

TrℓCc(Z|x|−1)− −
Z∑

ℓ=L

TrℓCc(Z|x|−1 − χTF
Z )−

−D[ρTF
Z ] + o(Z2) .

The rest of the proof remains unchanged. With the analogues of Propositions 1.5
and 1.6 for approximate ground states in place, the analogues of Theorems 1.1 and
1.2 follow by the same arguments as in Subsection 1.3.
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3. Differentiability of the sum of negative eigenvalues

3.1. Differentiating under a relative trace class assumption. We say that an
operator B is relatively form trace class with respect to a lower bounded self-adjoint
operator A if (A +M)−1/2B(A +M)−1/2 is trace class for some (and hence any)
large enough M > 0. We recall that we use the notation A− = −Aχ(−∞,0)(A).

Theorem 3.1. Assume that A is self-adjoint with A− trace class. Assume that B
is non-negative and relatively form trace class with respect to A. Then the one-sided
derivatives of

λ 7→ S(λ) := Tr(A− λB)−

satisfy

(3.1) TrBχ(−∞,0)(A) = D−S(0) ≤ D+S(0) = TrBχ(−∞,0](A) .

In particular, S is differentiable at λ = 0 if and only if B|kerA = 0.

Remarks. (1) Note that the relative trace class assumption implies that the
expression on the right of (3.1), and consequently also that on the left, is finite. In
fact, denoting P = χ(−∞,0](A), we find

TrPB = Tr
(
P (A+M)

)(
(A+M)−1/2B(A+M)−1/2

)
<∞ ,

since P (A+M) is bounded.
(2) It follows from the variational principle that S is convex. Therefore, by general
arguments, S has left and right sided derivatives.
(3) If the bottom of the essential spectrum of A is strictly positive, then the result
is well known and will actually be used in our proof. Our point is that the formu-
las remain valid even when the bottom of the essential spectrum is zero, so that
perturbation theory is not (directly) applicable.

Proof. Step 1. We claim that for any λ ∈ R, (A− λB)− is trace class and that

S(λ)− S(0) =

∫ λ

0
T (λ′) dλ′

with
T (λ) := TrBχ(−∞,0)(A− λB) .

Note that S(0) is finite by assumption. Moreover, T (λ) is finite for any λ ∈ R,
since relative form boundedness of B implies that (A − λB +M)−1/2(A +M)1/2

is bounded and therefore B is relatively trace class with respect to A − λB, so
T (λ) < ∞ follows in the same way as TrPB < ∞ in the first remark above. This
argument also shows that the integral above is finite.

In order to prove the claimed trace class property and the formula for S(λ), we
let µ ∈ (−∞, 0) ∩ ρ(A) and set

Sµ(λ) := Tr(A− λB − µ)− and Tµ(λ) := TrBχ(−∞,µ)(A− λB) .

Since B is relatively compact and the infimum of the essential spectrum of A is
non-negative, A − λB has only finitely many eigenvalues below µ. Moreover, by
standard perturbation theory, the function λ 7→ Sµ(λ) is differentiable at any λ for
which µ ̸∈ σp(A− λB) with derivative Tµ(λ). By the Birman–Schwinger principle,



1334 R. L. FRANK, K. MERZ, H. SIEDENTOP, AND B. SIMON

the condition µ ̸∈ σp(A− λB) is equivalent to 1/λ ̸∈ σ(B1/2(A− µ)−1B1/2), which,
since B is relatively compact, is true on the complement of a discrete set. Therefore,
for any λ ∈ R,

Sµ(λ) = Sµ(0) +

∫ λ

0
Tµ(λ

′) dλ′ .

We now let µ → 0−. Since µ 7→ Sµ(0) and µ 7→ Tµ(λ
′) are non-decreasing with

finite limit S(0) and finite, integrable limit T (λ′), respectively, we conclude that the
limit S(λ) of Sµ(λ) as µ→ 0− is finite and satisfies the required equality.

Step 2. We claim that

lim sup
λ→0+

T (λ) ≤ TrBχ(−∞,0](A)

and
lim inf
λ→0−

T (λ) ≥ TrBχ(−∞,0)(A) .

This, together with Step 1, immediately implies

(3.2) TrBχ(−∞,0)(A) ≤ D−S(0) ≤ D+S(0) ≤ TrBχ(−∞,0](A) .

For ε > 0 let f+ε be the function which is 1 on (−∞, 0], 0 on [ε,∞) and linear
in-between. Similarly, let f−ε be the function which is 1 on (−∞,−ε], 0 on [0,∞)
and linear in-between. Thus, f−ε ≤ χ(−∞,0) ≤ f+ε and therefore

(3.3) TrBf−ε (A− λB) ≤ T (λ) ≤ TrBf+ε (A− λB) .

We claim that for any ε > 0

(3.4) lim
λ→0

TrBf±ε (A− λB) = TrBf±ε (A) ,

and that

(3.5) lim sup
ε→0+

TrBf+ε (A) = TrBχ(−∞,0](A) , lim inf
ε→0+

TrBf−ε (A) = TrBχ(−∞,0)(A) .

Once we have shown these two facts we can first let λ → 0 and then ε → 0+ in
(3.3) and obtain the claim.

To prove (3.4) we write

TrBf±ε (A− λB) = TrCK(λ)g±ε (A− λB)K(λ)∗

with C = (A+M)−1/2B(A+M)−1/2, K(λ) = (A+M)1/2(A− λB +M)−1/2 and
g±ε (α) = (α +M)f±ε (α). Since A − λB converges in norm resolvent sense to A as
λ → 0 and since g±ε are continuous, we have g±ε (A − λB) → g±ε (A) in norm [40,
Theorem VIII.20]. Moreover, it is easy to see that K(λ)∗ converges strongly to

the identity. (On elements in ran(A +M)−1/2 this follows from strong resolvent
convergence of A− λB and for general elements one uses the uniform boundedness
of K(λ)∗ with respect to λ, which follows from the boundedness of B relative to
A.) We conclude that K(λ)g±ε (A− λB)K(λ)∗ converges weakly to g±ε (A). Since C
is trace class, this implies (3.4).

To prove (3.5) we write similarly

TrBf±ε (A) =

∫
R
g±ε (α) d

(∑
n

cn(ψn, E(α)ψn)

)
,
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where C =
∑

n cn|ψn⟩⟨ψn| and dE is the spectral measure for A. The func-
tions g+ε and g−ε are bounded on the support of dE and converge pointwise to
(α + M)χ(−∞,0](α) and (α + M)χ(−∞,0)(α), respectively, as ε → 0+. Since
d
∑

n cn(ψn, E(α)ψn) is a finite measure, dominated convergence implies that

lim
ε→0+

TrBf+ε (A) =

∫
R
(α+M)χ(−∞,0](α) d

(∑
n

cn(ψn, E(α)ψn)

)
= TrBχ(−∞,0](A)

and

lim
ε→0+

TrBf−ε (A) =

∫
R
(α+M)χ(−∞,0)(α) d

(∑
n

cn(ψn, E(α)ψn)

)
= TrBχ(−∞,0)(A).

This proves (3.5).
Step 3. We prove that the left and the right inequality in (3.2) are, in fact,

equalities.
By the variational principle, the functions Sµ are convex and converge pointwise

to S as µ → 0−. Thus, by general facts about convex functions (see, e.g., [49,
Theorem 1.27]),

D−S(0) ≤ lim inf
µ→0−

D−Sµ(0) .

It is well known that

D−Sµ(0) = Tµ(0) .

By monotone convergence,

lim
µ→0−

Tµ(0) = TrBχ(−∞,0)(A) ,

and therefore D−S(0) ≤ TrBχ(−∞,0)(A). Thus, the left inequality in (3.2) is an
equality.

We abbreviate again P = χ(−∞,0](A) and note that by the variational principle

−Tr(A− λB)− ≤ Tr(A− λB)P .

Thus,

S(λ)− S(0) ≥ λTrBP

and

D+S(0) = lim
λ→0+

S(λ)− S(0)

λ
≥ TrBP ,

which shows that the right inequality in (3.2) is an equality. □

3.2. A generalization. In the application that we have in mind the relative trace
class assumption in Theorem 3.1 is too strong. In this subsection we present a
generalization of Theorem 3.1 where this assumption is replaced by the weaker
assumption that B is relatively form trace class with respect to (A+M)2s for some
s > 1/2. However, in this situation we also need to require that the operators
(A+M)s and (A− λB +M)s are comparable in a certain sense.
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Theorem 3.2. Assume that A is self-adjoint with A− trace class. Assume that B
is non-negative and relatively form bounded with respect to A. Assume that there
are 1/2 < s ≤ 1 such that for some M > − inf specA,

(3.6) (A+M)−sB(A+M)−s is trace class

and

(3.7) lim sup
λ→0

∥∥(A+M)s(A− λB +M)−s
∥∥ <∞ .

Then the conclusions in Theorem 3.1 are valid.

Note that, since B is relatively form bounded with respect to A, for any M >
− inf specA there is a λM such that A − λB +M ≥ 0 for all |λ| ≤ λM . Therefore
(A− λB +M)−s is well-defined for |λ| ≤ λM .

Proof of Theorem 3.2. We follow the steps in the proof of Theorem 3.1. At the
beginning of Step 1 we needed to show that T (λ) = TrBχ(−∞,0)(A − λB) is finite
and uniformly bounded for λ near zero. This follows from

(3.8) lim sup
λ→0

Tr(A− λB +M)−sB(A− λB +M)−s <∞

and the fact that (A−λB+M)2sχ(−∞,0)(A−λB) is uniformly bounded for λ near
zero. Note that (3.8) follows from (3.6) and (3.7).

Furthermore, in Step 1, we also used the fact that any given µ ∈ (−∞, 0) ∩ ρ(A)
is not an eigenvalue of A − λB away from a discrete set of λ’s near zero. Let us
justify this fact under the present assumptions. We first note that

(A− λB +M)−1 − (A+M)−1 = (A− λB +M)−1+sD(λ)E(λ)(A+M)−1+s

with

D(λ) = (A− λB +M)−s(A+M)s

and

E(λ) = λ(A+M)−sB(A+M)−s .

By assumption (3.7), D(λ) is bounded and, by assumption (3.6), E(λ) is trace class.
Since s ≤ 1, this shows that (A − λB +M)−1 − (A +M)−1 is trace class and, in
particular, compact. Therefore, by Weyl’s theorem, the negative spectrum of A−λB
is discrete. Since B is relatively form bounded with respect to A, A− λB forms an
analytic family of type (B) [26, Chapter Seven, Theorem 4.8] and therefore, locally,
the eigenvalues can be labeled to be analytic functions of λ. Since, by assumption
µ is not an eigenvalue of A, there is only a discrete set of λ’s near zero such that µ
is an eigenvalue of A− λB, as claimed.

Turning now to Step 2, we need to show (3.4). We write again

TrBf±ε (A− λB) = TrCK(λ)g±ε (A− λB)K(λ)∗

where now C = (A +M)−sB(A +M)−s, K(λ) = (A +M)s(A − λB +M)−s, and
g±ε (α) = (α+M)2sf±ε (α). We again have g±ε (A− λB) → g±ε (A) in norm. In order
to show that K(λ)∗ → 1 strongly, we observe again that this holds on elements in
ran(A+M)−s and that K(λ)∗ is uniformly bounded for λ near zero by assumption
(3.7). Thus, as before, K(λ)g±ε (A − λB)K(λ)∗ → g±ε (A) in the sense of weak
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operator convergence and, since C is trace class by assumption (3.6), we obtain
(3.4).

Finally, Step 3 remains unchanged. This concludes the proof of Theorem 3.2. □
Let us give a sufficient condition for (3.7).

Proposition 3.3. Assume that A is self-adjoint and B is non-negative and let
1/2 < s ≤ 1. Assume that there is an s′ < s such that for some M > 0 and a > 0,

(3.9) B2s ≤ a(A+M)2s
′
.

Then B is form bounded with respect to A with form bound zero and (3.7) holds.

The assumption s′ < s is crucial for our proof, but we do not know whether it is
necessary for (3.7) to hold.

Proposition 3.3 is an immediate consequence of the following lemma, where A,
B, α, β play the roles of A +M , −λB, s and s′, respectively. The statement and
proof of this lemma are inspired by Neidhardt and Zagrebnov [36, Lemma 2.2].

Lemma 3.4. Let A be a self-adjoint operator with inf specA > 0 and let B be
an operator which satisfies B ≥ 0 or B ≤ 0. Assume that for some numbers
max{β, 1/2} < α < 1 one has

∥|B|αA−β∥ <∞ .

Then B is form bounded with respect to A with relative bound zero and, if M ≥
C∥|B|αA−β∥1/(α−β) for some constant C depending only on α and β,

1

2
(A+M)2α ≤ (A+B +M)2α ≤ 2(A+M)2α .

The constants 1/2 and 2 can be replaced by arbitrary constants 1− ε and 1 + ε
with ε > 0 at the expense of choosing C depending on ε > 0.

Proof of Lemma 3.4. Step 0. By assumption, we have

|B|2α ≤ ∥|B|αA−β∥2A2β

and therefore by operator monotonicity of x 7→ x1/(2α), for any ε > 0,

|B| ≤ ∥|B|αA−β∥1/αAβ/α ≤ β
αεA+ (1− β

α)∥|B|αA−β∥1/(β−α)ε−β/(α−β).

This shows that B is form bounded with respect to A with relative bound zero.
Thus, the operator A+B is defined in the sense of quadratic forms.

Step 1. We begin by showing that under the additional assumptions

(3.10)
∥∥|B|αA−α

∥∥ < 1 ,

as well as

(3.11) A+B > 0 ,

there is an operator S satisfying

(3.12) (A+B)−α = (1− S)A−α

with

∥S∥ ≤ C
(1)
α,β

1

(inf specA)α−β

∥∥|B|αA−β
∥∥ ∥|B|αA−α∥(1−α)/α

1− ∥|B|αA−α∥1/α
.
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In order to prove this, we define, for t > 0,

Y (t) := (A+ t)−α|B|(A+ t)−1+α .

Let us show that the operators 1± Y (t) are invertible for all t > 0. We have

∥Y (t)∥ ≤ ∥(A+ t)−α|B|α∥∥|B|1−α(A+ t)−1+α∥
≤ ∥A−α|B|α∥∥|B|1−αA−1+α∥

≤ ∥|B|αA−α∥1/α .

In the last step we used |B|2α ≤ ∥|B|αA−α∥2A2α and the operator monotonicity of

x 7→ x(1−α)/α (since 1/2 ≤ α ≤ 1). By assumption (3.10), we have ∥Y (t)∥ < 1 and
therefore, 1± Y (t) is invertible with

(3.13)
∥∥(1± Y (t))−1

∥∥ ≤ (1− ∥Y (t)∥)−1 ≤
(
1− ∥|B|αA−α∥1/α

)−1
.

The definition of Y (t) and the invertibility of 1± Y (t) implies that for t > 0,

(A+B + t)−1 = (A+ t)−1 ∓ (A+ t)−1+αY (t)(1± Y (t))−1(A+ t)−α ,

where the upper sign is chosen for B ≥ 0 and the lower sign for B ≤ 0. We now use
the fact that for any number h > 0

h−α = cα

∫ ∞

0
(h+ t)−1t−α dt with cα = π−1 sin(πα) .

(Here we use α < 1.) Therefore, by the spectral theorem, (3.12) holds with

S := ±cα
∫ ∞

0
(A+ t)−1+αY (t)(1± Y (t))−1(1 + tA−1)−αt−α dt .

Clearly,

(3.14) ∥S∥ ≤ cα

∫ ∞

0

∥∥∥(A+ t)−1+β
∥∥∥∥∥∥(A+ t)α−βY (t)

∥∥∥∥∥(1± Y (t))−1
∥∥ t−α dt .

We bound the three terms on the right side separately. For the last factor we use
(3.13). Next, we bound∥∥∥(A+ t)α−βY (t)

∥∥∥ ≤
∥∥∥(A+ t)−β|B|α

∥∥∥∥∥(A+ t)−1+α|B|1−α
∥∥

≤
∥∥∥A−β|B|α

∥∥∥∥∥A−1+α|B|1−α
∥∥

≤
∥∥∥|B|αA−β

∥∥∥∥∥|B|αA−α
∥∥(1−α)/α

.

Finally, ∥∥∥(A+ t)−1+β
∥∥∥ ≤ (inf specA+ t)−1+β .

Inserting these bounds into (3.14) we find

∥S∥ ≤ cα

∥∥|B|αA−β
∥∥ ∥|B|αA−α∥(1−α)/α

1− ∥|B|αA−α∥1/α

∫ ∞

0

dt

tα(inf specA+ t)1−β

= C
(1)
α,β

1

(inf specA)α−β

∥∥|B|αA−β
∥∥ ∥|B|αA−α∥(1−α)/α

1− ∥|B|αA−α∥1/α
.
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This proves the claim in Step 1.

Step 2. We now prove the statement of the lemma by applying Step 1 with A
replaced by A+M with a sufficiently large constant M .

We first note that

(3.15)
∥∥∥|B|α(A+M)−β

∥∥∥ ≤
∥∥∥|B|αA−β

∥∥∥ <∞ .

Moreover, we claim that

(3.16)
∥∥|B|α(A+M)−α

∥∥ ≤ C
(2)
α,β

∥∥|B|αA−β
∥∥

Mα−β
.

In fact, by the spectral theorem,

|B|2α ≤
∥∥∥|B|αA−β

∥∥∥2A2β

≤
∥∥∥|B|αA−β

∥∥∥2(sup
a≥0

a2β

(a+M)2α

)
(A+M)2α

=

∥∥∥|B|αA−β
∥∥∥ C

(2)
α,β

Mα−β

2

(A+M)2α ,(3.17)

which proves (3.16).
It follows from (3.16) that assumption (3.10) in Step 1 (with A replaced by A+M)

is satisfied if

M >
(
C

(2)
α,β

∥∥∥|B|αA−β
∥∥∥)1/(α−β)

,

which we assume henceforth. Inequality (3.17) together with the operator mono-

tonicity of x 7→ x1/2α (since α ≥ 1/2) implies that, if B ≤ 0,

B ≥ −

∥∥∥|B|αA−β
∥∥∥ C

(2)
α,β

Mα−β

1/α

(A+M)

and therefore

A+M +B ≥

1−

∥∥∥|B|αA−β
∥∥∥ C

(2)
α,β

Mα−β

1/α
 (A+M) > 0 .

This shows that assumption (3.11) in Step 1 (with A replaced by A+M) is satisfied.
Applying the result there, we find that there is an operator SM (which is defined

as before but with A replaced by A+M) with

(A+M +B)−α = (1− SM )(A+M)−α = (A+M)−α(1− S∗
M )

such that

∥SM∥ ≤
C

(1)
α,β

M (α−β)/α

(
C

(2)
α,β

)(1−α)/α ∥∥|B|αA−β
∥∥1/α

1−
(
C

(2)
α,β

)1/α
∥|B|αA−β∥1/αM−(α−β)/α

.
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Thus, there is a constant C, depending only on α and β, such that

∥SM∥ ≤ 1− 1√
2

if M ≥ C
∥∥∥|B|αA−β

∥∥∥1/(α−β)
,

and therefore, since 1− 1/
√
2 <

√
2− 1,

(A+B +M)−2α = (A+M)−α(1− S∗
M )(1− SM )(A+M)−α

≤ ∥1− SM∥2(A+M)−2α

≤ (1 + ∥SM∥)2(A+M)−2α

≤ 2(A+M)−2α .

Moreover,

(A+M)−2α = (A+B +M)−α(1− S∗
M )−1(1− SM )−1(A+B +M)−α

≤
∥∥∥(1− SM )−1

∥∥∥2 (A+B +M)−2α

≤ (1− ∥SM∥)−2(A+B +M)−2α

≤ 2(A+B +M)−2α .

This concludes the proof of the lemma. □

4. Differentiability for fixed angular momentum

Our goal in this section is to prove Proposition 1.7 about the differentiability of
λ 7→ Tr(CH

ℓ − λU)− at λ = 0. Our strategy is to deduce this from the abstract

results in the previous section with A = CH
ℓ and B = U . Therefore this section is

mostly concerned with verifying the assumptions of Theorem 3.2.
We introduce the notations

pℓ :=

√
− d2

dr2
+
ℓ(ℓ+ 1)

r2
and Cℓ :=

√
p2ℓ + 1− 1 in L2(R+, dr) .

Throughout we fix a constant γ ∈ (0, 2/π) and recall that we have defined

CH
ℓ = Cℓ − γr−1 .

4.1. Removing the Coulomb potential. The following proposition allows us to
remove the Coulomb potential in the operator (CH

ℓ +M)s provided s is not too
large. It will be important later that for any γ < 2/π we can choose s > 1/2.

We recall that the constant σγ was defined after (1.9). The value γ = 1/2 will
play a special role in some of the results below and we note that σ1/2 = 1/2.

Proposition 4.1. Let s ≤ 1 if γ ∈ (0, 1/2) and let s < 3/2 − σγ if γ ∈ [1/2, 2/π].
Then for any ℓ ∈ N0 and any M > − inf specCH

ℓ ,(
CH
ℓ +M

)−s
(Cℓ +M)s and

(
CH
ℓ +M

)s
(Cℓ +M)−s are bounded.

The proof shows that the operators are bounded uniformly in ℓ. We will, however,
not use this fact.
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Proof. Since 0 ≥
√
p2ℓ + 1 − 1 − pℓ ≥ −1, the Kato–Rellich theorem implies that(

CH
ℓ +M

)−1 (
pℓ − γr−1 +M

)
and (CH

ℓ +M)
(
pℓ − γr−1 +M

)−1
are bounded. Note

that the assumptions of the Proposition imply that s ≤ 1. Therefore the operator

monotonicity of x 7→ xs implies that the operators
(
CH
ℓ +M

)−s (
pℓ − γr−1 +M

)s
and

(
CH
ℓ +M

)s (
pℓ − γr−1 +M

)−s
are bounded. Thus, it suffices to prove that(

pℓ − γr−1 +M
)−s

(pℓ +M)s and
(
pℓ − γr−1 +M

)s
(pℓ +M)−s are bounded. By

[14, Theorem 1.1] we have

(pℓ +M)2s ≤ 2(2s−1)+
(
p2sℓ +M2s

)
≤ 2(2s−1)+

(
As,γ

(
pℓ −

γ

r

)2s
+M2s

)
.

Clearly, the operator on the right side is bounded by a constant times (pℓ − γr−1 +

M)2s. This shows that
(
pℓ − γr−1 +M

)−s
(pℓ +M)s is bounded. The proof for(

pℓ − γr−1 +M
)s

(pℓ +M)−s is similar, using also [14, Theorem 1.1]. □

Remark 4.2. The above proof relies on [14]. However, this machinery is only
needed for 1/2 ≤ γ < 2/π and ℓ = 0. To see this, we recall Hardy’s inequality in
angular momentum channel ℓ,

(4.1)

(
f,

(ℓ+ 1/2)2

r2
f

)
=

∫ ∞

0

ℓ(ℓ+ 1) + 1/4

r2
|f(r)|2 dr ≤ (f, p2ℓf) .

This implies that∥∥(pℓ − γr−1
)
f
∥∥ ≥ ∥pℓf∥ − γ

∥∥r−1f
∥∥ ≥ (1− (ℓ+ 1/2)−1γ) ∥pℓf∥ .

This together with operator monotonicity of x 7→ xs for s ≤ 1 implies that, if
γ < ℓ+ 1/2, then

p2sℓ ≤ (1− (ℓ+ 1/2)−1γ)−2s(pℓ − γr−1)2s .

Note that the assumption γ < ℓ+1/2 is satisfied for all γ ≤ 2/π if ℓ ≥ 1. Similarly,
one shows that

(pℓ − γr−1)2s ≤ (1 + (ℓ+ 1/2)−1γ)−2sp2sℓ .

The previous two bounds yield Proposition 4.1 in the claimed restricted range.

Proposition 4.3. Let s ≤ 1 if γ ∈ (0, 1/2) and let s < 3/2− σγ if γ ∈ [1/2, 2/π).
Let ℓ ∈ N0, M > − inf specCH

ℓ and 0 ≤ U ∈ r−1L∞((0,∞)). Then

lim sup
λ→0

∥∥∥(CH
ℓ − λU +M

)−s (
CH
ℓ +M

)s∥∥∥ <∞ .

Proof. Using Proposition 4.1 and the arguments in its proof we see that it is enough
to prove that

lim sup
λ→0

∥∥(pℓ − λU +M)−s (pℓ +M)s
∥∥ <∞ .

This follows as in the proof of Proposition 4.1 from [14, Theorem 4.1]. □



1342 R. L. FRANK, K. MERZ, H. SIEDENTOP, AND B. SIMON

4.2. Trace ideal bounds. As we already mentioned before, we denote by Lp
c([0,∞))

the space of all functions in Lp whose support is a compact subset of [0,∞). More-
over, we denote by Lp

loc((0,∞)) the space of all functions which are in Lp on any
compact subset of (0,∞). We now introduce the test function space which appears
in Theorem 1.1 and Proposition 1.7,

D(0)
γ :=



{W∈L1
loc((0,∞)) :W∈L2s((0,∞),min{r2s′−1, 1}dr) ∩ L1((1,∞))

for some 1/2 < s′ < s ≤ 1}
if 0 < γ < 1/2 ,

{W∈L1
loc((0,∞)) :W∈L2s((0,∞),min{r2s′−1, 1}dr) ∩ L1((1,∞))

for some 1/2 < s′ < s < 3/2− σγ}
if 1/2 ≤ γ < 2/π .

(4.2)

It will be convenient to introduce another class of function spaces, namely, for
s ≥ 1/2 we define

K(0)
s :=

{
W ∈ L1

loc((0,∞)) : ∥W∥K(0)
s
<∞

}
,

∥W∥K(0)
s

:=

∫ 1

0
r2s−1|W (r)|dr +

∫ ∞

1
|W (r)|dr .

(4.3)

The connection between these spaces and D(0)
γ is that

D(0)
γ =


{W∈K(0)

s : |W |2s∈K(0)
s′ for some 1/2 < s′ < s ≤ 1}

if 0 < γ < 1/2 .

{W∈K(0)
s : |W |2s∈K(0)

s′ for some 1/2 < s′ < s < 3/2− σγ}
if 1/2 ≤ γ < 2/π .

(4.4)

Indeed, the inclusion ⊃ is clear and for ⊂ it suffices to note that∫ 1

0
r2s−1|W | dr ≤

(∫ 1

0
r2s

′−1|W |2s dr
)1/(2s)

(∫ 1

0
r
2s−1+

2(s−s′)
2s−1 dr

) 2s−1
2s

= As,s′

(∫ 1

0
r2s

′−1|W |2s dr
)1/(2s)

.

(4.5)

The spaces K(0)
s appear naturally in the following trace ideal bound. We denote

the Hilbert–Schmidt norm by ∥ · ∥2.

Proposition 4.4. Let s ∈ (1/2, 1], ℓ ∈ N0 and M > 0. Then for all 0 ≤W ∈ K(0)
s ,

∥W 1/2(Cℓ +M)−s∥22 ≤ As,ℓ,M∥W∥K(0)
s
.(4.6)

In particular,

W ≤ As,ℓ,M∥W∥K(0)
s
(Cℓ +M)2s .(4.7)

Proof. We recall the definition of the Fourier–Bessel (or Hankel) transform Φℓ,

(Φℓf)(k) := iℓ
∫ ∞

0
(kr)1/2Jℓ+1/2(kr)f(r) dr for all ℓ ∈ N0 ;
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see e.g., [35, (B.105)]. It is well known that for each ℓ ∈ N0, Φℓ is unitary on L2(R+)
and, moreover, it diagonalizes p2ℓ in the sense that for any f from the domain of
this operator,

(Φℓp
2
ℓf)(k) = k2(Φℓf)(k) .

This implies

∥W 1/2(Cℓ +M)−s∥22 =
∫ ∞

0
drW (r)

∫ ∞

0
dk

krJℓ+1/2(kr)
2

(
√
k2 + 1− 1 +M)2s

≤ As,ℓ,M∥W∥K(0)
s
.

The inequality here follows from Lemma A.1 in the appendix. Inequality (4.7)
follows from (4.6) since the Hilbert–Schmidt norm does not exceed the operator
norm. □

The following bound for the Chandrasekhar hydrogen operator is an immediate
consequence of Propositions 4.1 and 4.4.

Corollary 4.5. Let s ∈ (1/2, 1] if γ ∈ (0, 1/2) and let s ∈ (1/2, 3/2 − σγ) if

γ ∈ [1/2, 2/π). Let ℓ ∈ N0 and M > − inf specCH
ℓ . Then for all 0 ≤W ∈ K(0)

s ,

∥W 1/2(CH
ℓ +M)−s∥22 ≤ Aγ,s,ℓ,M∥W∥K(0)

s
.(4.8)

In particular,

W ≤ Aγ,s,ℓ,M∥W∥K(0)
s
(CH

ℓ +M)2s .(4.9)

4.3. Proof of Proposition 1.7. We now prove the main result of this section. Let
γ ∈ (0, 2/π), ℓ0 ∈ N0 and let U be a non-negative function on (0,∞) which belongs

either to r−1L∞
c ([0,∞)) or to D(0)

γ . We will apply Theorem 3.2 with A = CH
ℓ0

and
B = U .

The fact that A− is trace class was shown in [15, Lemma 1]. Moreover, the fact
that zero is not an eigenvalue of CH , and consequently not of CH

ℓ0
, was shown by

Herbst in [20, Theorem 2.3].
Now let us assume first that U ∈ r−1L∞

c . Then B is form bounded with respect

to A by Kato’s inequality and, by a simple computation, U ∈ K(0)
s for any s > 1/2.

Thus, assumption (3.6) follows from Corollary 4.5. Moreover, assumption (3.7)
follows from Proposition 4.3.

On the other hand, if U ∈ D(0)
γ , then by (4.4) there are 1/2 < s′ < s ≤ 1 if

γ < 1/2 and 1/2 < s′ < s < 3/2 − σγ if 1/2 ≤ γ < 2/π such that U ∈ K(0)
s and

U2s ∈ K(0)
s′ . Thus, Assumption (3.6) follows again from Corollary 4.5. Moreover,

Corollary 4.5 with s′ instead of s and with U2s instead of W implies that (3.9)
holds, and therefore assumption (3.7) follows from Proposition 3.3. □
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5. Controlling large angular momenta

5.1. Test functions. We define

D :=

{
W ∈ L1

loc((0,∞)) : sup
R≥1

R
4s−1

2

(∫ 2R

R
|W |dr +

∫ 2R

R
|W |2s dr

)
<∞ ,∫ 1

0
r2s

′−1|W |2s dr <∞ for some 1/2 < s′ < s ≤ 3/4

}
.

(5.1)

It will be convenient to introduce another class of function spaces, namely, for
s ≥ 1/2 and δ ∈ [0, 2s− 1] we define

Ks,δ := {W ∈ L1
loc((0,∞)) : ∥W∥Ks,δ

<∞} ,

∥W∥Ks,δ
:= max

{∫ 1

0
r2s−1|W (r)|dr , sup

R≥1
R(δ+4s−1)/2

∫ 2R

R
|W (r)|dr

}
.

(5.2)

The connection between these spaces and D is that

D = {W ∈ Ks,0 : |W |2s ∈ Ks′,4(s−s′)

for some 1/2 < 2s/3 + 1/6 ≤ s′ < s ≤ 3/4} .
(5.3)

Note that the assumption s′ ≥ 2s/3+1/6 ensures that 4(s−s′) ≤ 2s′−1, as required
in the definition of Ks′,4(s−s′). The proof of (5.3) uses again (4.5).

While the above definition is convenient to verify whether a given function belongs
to Ks,δ, in our proofs we will use an equivalent characterization given in the following
lemma.

Lemma 5.1. Let s ≥ 1/2 and δ ∈ [0, 2s− 1]. Then

∥W∥Ks,δ
∼ sup

R≥1
Rδ

[∫ R

0

( r
R

)2s−1
|W (r)| dr +

∫ R2

R

( r
R

)4s−1
|W (r)| dr

+R4s−1

∫ ∞

R2

|W (r)| dr
]
.

Proof. Let us denote the supremum appearing in the lemma by [W ]. We have, if
R ≥ 2,

[W ] ≥ Rδ

∫ R2

R2/2
(r/R)4s−1|W (r)|dr ≥ 2−4s−1Rδ+4s−1

∫ R2

R2/2
|W (r)| dr .

Combining this with the bounds [W ] ≥
∫ 1
0 r

2s−1|W (r)| dr and, if 1 ≤ R ≤ 2,

[W ] ≥ 4δ−2s+1

∫ 4

0
r2s−1|W (r)|dr ≥ 4δ−2s+1

∫ 2R

R
r2s−1|W (r)| dr

≥ 4(3δ−8s+3)/4R(δ+4s−1)/2

∫ 2R

R
|W (r)| dr ,

we conclude that [W ] ≳ ∥W∥Ks,δ
.
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Conversely, if R ≥ 1, then∫ R

0

( r
R

)2s−1
|W |dr

≤
∫ 1

0

( r
R

)2s−1
|W | dr +

∑
0≤k<log2 R

∫ 2k+1

2k

( r
R

)2s−1
|W | dr

≤ R−2s+1∥W∥Ks,δ

1 +
∑

0≤k<log2 R

2(k+1)(2s−1)2−k(δ+4s−1)/2


≲ R−2s+1∥W∥Ks,δ

≤ R−δ∥W∥Ks,δ

and, since 4s− 1 > 2s− 1 ≥ δ,∫ R2

R

( r
R

)4s−1
|W |dr ≤

∑
0≤k<log2 R

∫ 2k+1R

2kR

( r
R

)4s−1
|W |dr

≤ ∥W∥Ks,δ

∑
0≤k<log2 R

2(k+1)(4s−1)(2kR)−(δ+4s−1)/2

≲ R−δ∥W∥Ks,δ
.

Finally, using δ + 4s− 1 > 0,∫ ∞

R2

|W | dr =
∑
k≥0

∫ 2k+1R2

2kR2

|W |dr ≤ ∥W∥Ks,δ

∑
k≥0

(2kR2)−(δ+4s−1)/2

≲ R−(δ+4s−1)∥W∥Ks,δ
.

Thus, [W ] ≲ ∥W∥Ks,δ
, as claimed. □

5.2. Proof of Proposition 1.8. The following proposition is the analogue of
Proposition 4.4 where M is chosen in an specific ℓ-dependent manner and where we
track the dependence of the constant on ℓ.

Proposition 5.2. Let s ∈ (1/2, 3/4], δ ≥ 0 and a > 0. Then for all ℓ ∈ N0 and all
0 ≤W ∈ Ks,δ,

∥W 1/2(Cℓ + a(ℓ+ 1/2)−2)−s∥22 ≤ As,a(ℓ+ 1/2)−δ∥W∥Ks,δ
.(5.4)

In particular,

W ≤ As,a(ℓ+ 1/2)−δ∥W∥Ks,δ
(Cℓ + a(ℓ+ 1/2)−2)2s .(5.5)

Proof. Using the Fourier–Bessel transform as in the proof of Proposition 4.4, we
have

∥W 1/2(Cℓ + a(ℓ+ 1/2)−2)−s∥22

=

∫ ∞

0
drW (r)

∫ ∞

0
dk

krJℓ+1/2(kr)
2

(
√
k2 + 1− 1 + a(ℓ+ 1/2)−2)2s

≤ As(ℓ+ 1/2)−δ∥W∥Ks,δ
.
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The inequality here follows from Lemma A.2 in the appendix and the characteriza-
tion of the norm in Ks,δ in Lemma 5.1. Inequality (5.5) follows from (5.4) since the
Hilbert–Schmidt norm bounds the operator norm. □

The next proposition implies, in particular, a lower bound on the lowest eigen-
value of CH

ℓ − λU for sufficiently small λ, which generalizes the result from [16,
Theorem 2.2] for λ = 0.

Proposition 5.3. Let 0 < γ < 2/π and s ∈ (1/2, 3/4]. Then there are constants
aγ , cγ,s < ∞ such that for all ℓ ∈ N0, all measurable functions V,U on (0,∞) with

0 ≤ V (r) ≤ γ/r and |U |2s ∈ Ks,0 and all λ ∈ R with |λ| ≤ cγ,s∥|U |2s∥−1/(2s)
Ks,0

one

has

Cℓ − V − λU ≥ −aγ(ℓ+ 1/2)−2 .

Proof. Clearly, we may assume V = γ/r. We fix a number θ ∈ (0, 1) such that
γ ≤ (1− θ)2/π and write

Cℓ − V − λU = (1− θ)
(
Cℓ − (1− θ)−1V

)
+ θ (Cℓ − (λ/θ)U) .

From [16, Theorem 2.2] we know that there is a constant aγ such that Cℓ − (1 −
θ)−1V ≥ −aγ(ℓ+ 1/2)−2 for all ℓ ∈ N0. On the other hand, from (5.5) with a = aγ
and operator monotonicity of x 7→ xs we know that for all ℓ ∈ N0,

|U | ≤ A1/(2s)
s,aγ ∥|U |2s∥1/(2s)Ks,0

(Cℓ + aγ(ℓ+ 1/2)−2) .

Thus, if

|λ|θ−1A1/(2s)
s,aγ ∥|U |2s∥1/(2s)Ks,0

≤ 1 ,

then Cℓ − (λ/θ)U ≥ −aγ(ℓ+ 1/2)−2 for all ℓ ∈ N0, as claimed. □

Finally, we are in position to give the

Proof of Proposition 1.8. By assumption and (5.3), we have U = U1 + U2 with
0 ≤ U1 ∈ r−1L∞

c ([0,∞)) and 0 ≤ U2 ∈ Ks,0 such that U2s
2 ∈ Ks′,4(s−s′) for some

1/2 < 2s/3 + 1/6 ≤ s′ < s ≤ 3/4. In case U2 = 0 we choose an arbitrary number
1/2 < s ≤ 3/4.

We set V := γ/r − χ and denote by dℓ,λ the orthogonal projection onto the
negative spectral subspace of Cℓ − V − λU . Then, by the variational principle,

Tr(Cℓ − V − λU)− − Tr(Cℓ − V )− ≤ λTr(dℓ,λU) = λTrABCB∗A∗

with

A := dℓ,λ(Cℓ − V − λU + bℓ)
s

B := (Cℓ − V − λU + bℓ)
−s(Cℓ + bℓ)

s

C := (Cℓ + bℓ)
−sU(Cℓ + bℓ)

−s .

We pick s as in the assumption on U2 and

bℓ :=
a

(ℓ+ 1/2)2

with a to be determined.
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We fix γ′ ∈ (γ, 2/π) and apply Proposition 5.3 with V + λU1 in place of V , U2

in place of U and γ′ in place of γ. Note that U2s
2 ∈ Ks′,4(s−s′) ⊂ Ks,0. We infer

that there are λ1 > 0 and aγ such that for all ℓ ∈ N0 and all |λ| ≤ λ1 one has
Cℓ − V − λU + bℓ ≥ (a− aγ)(ℓ+ 1/2)−2. We assume from now on that a ≥ aγ , so
that the operator A is well-defined, and we obtain

∥A∥2 ≤ a2s(ℓ+ 1/2)−4s .

We now turn to B = B1B2 with

B1 := (Cℓ − V − λU + bℓ)
−s(Cℓ − V − λU1 + bℓ)

s ,

B2 := (Cℓ − V − λU1 + bℓ)
−s(Cℓ + bℓ)

s ,

and show that there are a < ∞ and ℓ∗ ∈ N0 such that for all ℓ ≥ ℓ∗ one has
∥B1∥2 ≤ 2 and ∥B2∥2 ≤ 4s.

We begin with the bound on B2. We will show that there are a <∞ and ℓ∗ ∈ N0

such that for all ℓ ≥ ℓ∗,

(5.6) (Cℓ + bℓ)
2 ≤ 4(Cℓ − V − λU1 + bℓ)

2 ,

which by operator monotonicity of x 7→ xs implies that

∥B2∥2 ≤ 4s .

For the proof of (5.6) we use an argument similar to that in Remark 4.2. We observe

(5.7) ∥(pℓ + b)(Cℓ + b)−1∥ = sup
k≥0

k + b√
k2 + 1− 1 + b

≤ C
(
b−1/21{b≤1} + 1{b>1}

)
.

This can be seen either by an explicit computation of the supremum or by straight-
forward bounds in the three regions k ≤ min{b, 1}, min{b, 1} < k ≤ max{b, 1} and
k > max{b, 1}. Together with Hardy’s inequality (4.1) we obtain

∥(V + λU1)f∥ ≤ C (γ + |λ|∥rU1∥∞)

×
(
a−

1
21{a≤(ℓ+ 1

2
)2} + (ℓ+ 1

2)
−11{a>(ℓ+ 1

2
)2}

)
∥(Cℓ + bℓ)f∥ .

If we choose

a = 4C2(γ + λ1∥rU1∥∞)2 and ℓ∗ =

⌊√
a+

1

2

⌋
,

then the previous inequality implies that for all |λ| ≤ λ1 and ℓ ≥ ℓ∗,

∥(V + λU1)f∥ ≤ 1

2
∥(Cℓ + bℓ)f∥ ,

and therefore

∥(Cℓ − V − λU1 + bℓ)f∥ ≥ 1

2
∥(Cℓ + bℓ)f∥ .

This proves (5.6).
Now we shall show that ∥B1∥2 ≤ 2 for all ℓ ≥ ℓ∗. We will deduce this from

Lemma 3.4 with A = Cℓ − V − λU1 + bℓ/2, B = λU2, M = bℓ/2, α = s and β = s′,
where s′ appears in the assumption on U2. In order to apply that lemma, we need
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to show that M ≥ C∥|B|αA−β∥1/(α−β) for a certain constant C depending only on
α and β. For us, this condition takes the form

|λ|s∥U s
2 (Cℓ − V − λU1 + bℓ/2)

−s′∥ ≤ C−s+s′(bℓ/2)
s−s′

= (2C)−s+s′as−s′(ℓ+ 1/2)−2(s−s′) .
(5.8)

In order to prove this, we combine (5.5) with the s′-th root of (5.6) to obtain for all
ℓ ≥ ℓ∗,

U2s
2 ≤ As′(ℓ+ 1/2)−4(s−s′)∥U2s

2 ∥Ks′,4(s−s′)(Cℓ + bℓ)
2s′

≤ 4s
′
As′(ℓ+ 1/2)−4(s−s′)∥U2s

2 ∥Ks′,4(s−s′)(Cℓ − V − λU1 + bℓ)
2s′ .

Thus, the left side in (5.8) is bounded by

|λ|s2s′A1/2
s′ ∥U2s

2 ∥1/2Ks′,4(s−s′)
(ℓ+ 1/2)−2(s−s′) .

Consequently, there is a λ2 such that (5.8) is satisfied for all |λ| ≤ λ2 .
Finally, we bound the trace of C. By Proposition 5.2,

TrC =
∥∥∥U1/2(Cℓ + bℓ)

−s
∥∥∥2
2
≤ As∥U∥Ks,0 .

To summarize, we have shown that for |λ| ≤ min{λ1, λ2} and ℓ ≥ ℓ∗,

TrABCB∗A∗ ≤ ∥A∥2∥B∥2TrC ≤ A′
s∥U∥Ks,0(ℓ+ 1/2)−4s .

Since s > 1/2, this proves the claimed bound. □

5.3. Proof of Theorem 1.4. We now prove the pointwise bounds on ρHℓ in The-
orem 1.4. The proof is a variation of the proof of Proposition 1.8. We denote by
dℓ the orthogonal projection onto the negative spectral subspace of CH

ℓ and write,
similarly as before,

ρHℓ (r) = Tr dℓδr = TrABCB∗A∗

with

A := dℓ(C
H
ℓ + bℓ)

s ,

B := (CH
ℓ + bℓ)

−s(Cℓ + bℓ)
s ,

C := (Cℓ + bℓ)
−sδr(Cℓ + bℓ)

−s .

Here δr is the delta function at r ∈ (0,∞) and bℓ = a(ℓ+ 1/2)−2 for some a > 0 to
be chosen later; s is a parameter satisfying 1/2 < s < 3/2− σγ and s ≤ 3/4.

We know from [16, Theorem 2.2] (see also Proposition 5.3) that there is an a0 > 0
such that CH

ℓ ≥ −a0(ℓ + 1/2)−2. Thus, for a ≥ a0 the operator A is well-defined
and we have

∥A∥2 ≤ a2s(ℓ+ 1/2)−4s .

The fact that ∥B∥ is uniformly bounded in ℓ was shown in the proof of Propo-
sition 1.8 with a specific choice of a provided ℓ ≥ ℓ∗. In this bound we used the
assumption s ≤ 1. For ℓ < ℓ∗ the boundedness of ∥B∥ follows from Proposition 4.1.
Note that there is no issue with uniformity since we apply this proposition only for
a fixed finite number of ℓ’s. In order to apply Proposition 4.1 we need the additional
assumption s < 3/2− σγ if γ ≥ 1/2.
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Finally, by the Fourier–Bessel transform as in the proof of Proposition 4.4 and
by Lemma A.2 we have

TrC = (Cℓ + aℓ)
−2s(r, r)

≤ As,a

( r

ℓ+ 1
2

)2s−1

1{r≤ℓ+ 1
2
} +

(
r

ℓ+ 1
2

)4s−1

1{ℓ+ 1
2
≤r≤(ℓ+ 1

2
)2}

+

(
ℓ+

1

2

)4s−1

1{r≥(ℓ+1/2)2}

]
.

Here we used the assumption 1/2 < s ≤ 3/4.
To summarize, we have shown that for all ℓ ∈ N0,

TrABCB∗A∗ ≤ ∥A∥2∥B∥2TrC

≤ As,γ(ℓ+ 1/2)−4s

( r

ℓ+ 1
2

)2s−1

1{r≤ℓ+ 1
2
}

+

(
r

ℓ+ 1
2

)4s−1

1{ℓ+ 1
2
≤r≤(ℓ+ 1

2
)2} +

(
ℓ+

1

2

)4s−1

1{r≥(ℓ+1/2)2}

 .
This proves the first assertion in the theorem. To obtain the second assertion we
recall (1.7). By summing the bounds from the first part of the theorem we obtain

ρH(r) ≤ As,γ

(
r2s−31{r≤1} + r−3/21{r>1}

)
.

Recalling the assumptions on s we obtain the claimed bound. □
5.4. An improvement of Theorem 1.4. The following theorem complements
and improves the bound on ρH(r) for small r when γ < (1 +

√
2)/4.

Theorem 5.4. Let 3/4 < s ≤ 1 if 0 < γ < 1/2 and 1/2 < s < 3/2 − σγ if

1/2 ≤ γ < (1 +
√
2)/4. Then for all ℓ ∈ N0 and r ∈ R+

ρHℓ (r) ≤ As,γ

(
ℓ+ 1

2

)−4s

( r

ℓ+ 1
2

)2s−1

1{r≤(ℓ+ 1
2
)α}

+
r

(ℓ+ 1
2)

4−4s
1{(ℓ+ 1

2
)α<r≤(ℓ+ 1

2
)β} +

(
r

ℓ+ 1
2

)4s−1

1{(ℓ+ 1
2
)β<r≤(ℓ+ 1

2
)2}

+
(
ℓ+ 1

2

)4s−1
1{r>(ℓ+ 1

2
)2}

]
with α = (5− 6s)/(2− 2s) and β = (8s− 5)/(4s− 2) and with the convention that
(ℓ+ 1

2)
α = 0 for s = 1. Moreover, for any ε > 0 and r ∈ R+,

ρH(r) ≤

{
Aγ

(
r−11{r≤1} + r−3/21{r>1}

)
if 0 < γ < 1/2 ,

Aγ,ε

(
r−2σγ−ε1{r≤1} + r−3/21{r>1}

)
if 1/2 ≤ γ < 2/π .

Proof. The proof is the same as that of Theorem 1.4, except that when computing
TrC we now use Lemma A.2 for s > 3/4. □
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Appendix A. Auxiliary estimates

In this appendix we prove two bounds on integrals involving Bessel functions.

Lemma A.1. Let M > 0 be some fixed constant and s ∈ (1/2, 1]. Then for any
r ≥ 0 and ν ≥ 1/2,∫ ∞

0
dk

krJν(kr)
2

(
√
k2 + 1− 1 +M)2s

≤ As,M

[( r
ν

)2s−1
1{r≤ν} + 1{r>ν}

]
.

Proof. We start with the case s < 1. We shall use the bounds

Jν(x)
2 ≤ const

(
1

ν2
1{x≤ν} +

1

x
1{x>ν}

)
.

For ν ≥ 1 these bounds are stated in [2, Lemma 3.2], even in a slightly stronger
form where the different behavior happens at x = 3ν/2. This is stronger since
1/ν2 ≤ 1/ν ≤ 3/(2x) for ν ≤ x ≤ 3ν/2 and ν ≥ 1. The above bounds continue
to hold for ν ≥ ν0 for any ν0 > 0, in particular, for ν0 = 1/2. This follows from
[37, Equation 9.1.60] and the fact that the asymptotics in [37, Equation 9.2.1] are
uniform in ν ∈ [ν0, 1].

Using these bounds, we can estimate the integral in the lemma by a constant
times

ν−2

ν/r∫
0

dk
kr

(
√
k2 + 1− 1 +M)2s

+

∞∫
ν/r

dk
1

(
√
k2 + 1− 1 +M)2s

.(A.1)

For the denominator we have
√
k2 + 1 − 1 + M ≳ 1{k≤1} + k1{k>1}. Recalling

1/2 < s < 1 we see that for r ≤ ν the expression (A.1) is bounded by a constant
times [

ν−2

∫ 1

0
kr dk + ν−2

∫ ν/r

1
k1−2sr dk +

∫ ∞

ν/r
k−2s dk

]
1{r≤ν}

≤ As

[
r

ν2
+

r

ν2

( r
ν

)2s−2
+
( r
ν

)2s−1
]
1{r≤ν} ≤ As

( r
ν

)2s−1
1{r≤ν}

and for r > ν by a constant times[
ν−2

∫ ν/r

0
kr dk +

∫ 1

ν/r
dk +

∫ ∞

1
k−2s dk

]
1{r>ν}

≤ As

[
1

r
+ 1

]
1{r>ν} ≤ As1{r>ν} .

This proves the claimed bounds for s < 1.
For s = 1 it clearly suffices to bound the integral with the denominator replaced

by k2 + 1. The corresponding quantity is equal to∫ ∞

0
dk

krJν(kr)
2

k2 + 1
= rKν(r)Iν(r) .(A.2)

This follows either from the formula for the Green’s function in Sturm–Liouville
theory and the equations satisfied by the Bessel functions, or by combining [3,
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Formula 10.22.69] and [37, Formulas 9.6.3 and 9.6.4]. By the pointwise bound (see,
e.g., Iantchenko et al [24, p. 185])

Kν(νx)Iν(νx) ≤
9

4ν(1 + x2)1/2
for all ν ≥ 1

2
,(A.3)

we obtain the claimed bound for s = 1. □

Lemma A.2. Let a > 0 and s ∈ (1/2, 3/4]. Then, for any r ≥ 0 and ν ≥ 1/2,∫ ∞

0
dk

krJν(kr)
2

(
√
k2 + 1− 1 + aν−2)2s

≤ As,a

[( r
ν

)2s−1
1{r≤ν} +

( r
ν

)4s−1
1{ν≤r≤ν2} + ν4s−11{r≥ν2}

]
.

If s ∈ (3/4, 1], the bounds hold with the right side replaced by

As,a

[( r
ν

)2s−1
1{r≤να} +

r

ν4−4s
1{να<r≤νβ}

+
( r
ν

)4s−1
1{νβ≤r≤ν2} + ν4s−11{r≥ν2}

]
and α = (5−6s)/(2−2s) and β = (8s−5)/(4s−2) where, for s = 1, we set να = 0.

Proof. We first assume s < 1. We use the same bounds on J2
ν as in the proof of

Lemma A.1 and find that the integral in the lemma is bounded by a constant times

ν−2

ν/r∫
0

dk
kr

(
√
k2 + 1− 1 + aν−2)2s

+

∞∫
ν/r

dk
1

(
√
k2 + 1− 1 + aν−2)2s

.(A.4)

For the denominator we have√
k2 + 1− 1 + aν−2 ≳ ν−21{k≤ν−1} + k21{ν−1<k≤1} + k1{k>1}

We bound (A.4) separately in the three regions appearing in the bound in the
lemma. For r > ν2 it is bounded by a constant times

ν−2+4sr

∫ ν/r

0
dk k + ν4s

∫ ν−1

ν/r
dk +

∫ 1

ν−1

dk k−4s +

∫ ∞

1
dk k−2s ≤ Asν

4s−1 ,

for ν < r ≤ ν2 by a constant times

ν−2+4sr

∫ ν−1

0
dk k + ν−2r

∫ ν/r

ν−1

dk k1−4s +

1∫
ν/r

dk k−4s +

∫ ∞

1
dk k−2s

≤ As

(( r
ν

)4s−1
+

r

ν4−4s

)
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and for r ≤ ν by a constant times

ν−2+4sr

∫ ν−1

0
dk k + ν−2r

∫ 1

ν−1

dk k1−4s + ν−2r

∫ ν/r

1
dk k1−2s +

∞∫
ν/r

dk k−2s

≤ As

(( r
ν

)2s−1
+

r

ν4−4s

)
.

We have (r/ν)4s−1 ≤ r/ν4−4s if and only if r ≤ νβ, and (r/ν)2s−1 ≤ r/ν4−4s if and
only if r ≥ να. Moreover, we have β ≤ 1 ≤ α for s ≤ 3/4, so in this case the term
r/ν4−4s can be dropped. This proves the claimed bound for s < 1.

For s = 1 the same argument works, except that in case r ≤ ν, the integral over
the region 1 ≤ k ≤ ν/r gives an additional logarithm. Therefore we bound the
corresponding integral by∫ ∞

1
dk

krJν(kr)
2

(
√
k2 + 1− 1 + aν−2)2s

≲
∫ ∞

0
dk

krJν(kr)
2

k2 + 1
≲ r

ν
.

The last bound follows from (A.2) and (A.3), recalling that r ≤ ν. This gives the
desired bound for s = 1. □

Appendix B. A bound on the non-relativistic hydrogenic density

As remarked in the introduction, Heilmann and Lieb [19] showed that the non-

relativistic hydrogenic density behaves like (
√
2/(3π2))γ3/2r−3/2 + o(r−3/2) as r →

∞. Their proof relied on the precise asymptotics of the eigenfunctions of the hydro-
gen operator. Here we show that it is possible to adapt the arguments of the proof
of Theorem 1.4 to show that the non-relativistic hydrogenic density is bounded from
above by a constant times r−3/2.

Since no relativistic operator is going to appear in this appendix, we abuse nota-
tion and write dℓ, ρ

H
ℓ and ρH for the non-relativistic densities corresponding to the

operator −∆/2− γ|x|−1. By scaling we may assume γ = 1. As before, we write

ρHℓ (r) = Tr dℓδr = TrABCB∗A∗

where now

A := dℓ(p
2
ℓ/2− 1/r + bℓ)

1/2

B := (p2ℓ/2− 1/r + bℓ)
−1/2(p2ℓ/2 + bℓ)

1/2

C := (p2ℓ/2 + bℓ)
−1/2δr(p

2
ℓ/2 + bℓ)

−1/2

with bℓ > − inf spec(p2ℓ/2− 1/r) = 1/(2(ℓ+ 1)2). We take bℓ = a(ℓ+ 1/2)−2 with a
constant a to be chosen later.

First, we have ∥A∥2 ≤ a(ℓ+ 1/2)−2.
The norm of B is bounded uniformly in ℓ, since

p2ℓ
2

− 1

r
+ bℓ =

1

2

(
p2ℓ
2

+ bℓ

)
+

1

2

(
p2ℓ
2

− 2

r
+ bℓ

)
and the right side is bounded from below by (p2ℓ/2+ bℓ)/2 provided a > 0 is chosen
large enough such that also p2ℓ/2− 2/r + bℓ ≥ 0.



STRONG SCOTT CONJECTURE 1353

Finally, as in (A.2) and (A.3),

TrC = (p2ℓ/2 + aℓ)
−1(r, r)

=

∫ ∞

0
dk

krJℓ+1/2(kr)
2

k2/2 + a(ℓ+ 1/2)−2

= 2rKℓ+1/2

( √
2a r

ℓ+ 1/2

)
Iℓ+1/2

( √
2a r

ℓ+ 1/2

)

≤ Aa

[
r

ℓ+ 1/2
1{r≤(ℓ+1/2)2} + (ℓ+ 1/2)1{r>(ℓ+1/2)2}

]
.

To summarize, we have shown that for all ℓ ∈ N0,

TrABCB∗A∗ ≤ ∥A∥2∥B∥2TrC

≤ Aa(ℓ+ 1/2)−2

[
r

ℓ+ 1/2
1{r≤(ℓ+1/2)2} +

(
ℓ+

1

2

)
1{r>(ℓ+1/2)2}

]
.

This implies

ρH(r) = r−2
∞∑
ℓ=0

(2ℓ+ 1)ρHℓ (r) ≤ Aa

(
r−11{r≤1} + r−3/21{r>1}

)
,

which is the claimed bound. □
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conjecture: A short proof”. To appear in the proceedings of ”Density Functionals
for Many-Particle Systems: Mathematical Theory and Physical Applications of
Effective Equations”, September 2-27, 2019, Institute for Mathematical Sciences of
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