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$$\langle f \rangle_{\mu,0} = \int f(\sigma) \prod_{j \in \Lambda} d\mu(\sigma_j)$$

and one fixes a ferromagnetic Hamiltonian

$$-H = \sum_{A \subset \Lambda} J(A)\sigma^A \quad \sigma^A = \prod_{j \in A} \sigma_j$$

or more general over multiindices, i.e. assignments of an integer, $n_j \geq 0$ with then $\sigma^A = \prod_{j \in A} \sigma_j^{n_j}$ (and a finite sum or else $\ell^1$ condition). One then considers, the Gibbs state

$$\langle f \rangle_{\mu,\Lambda} = Z^{-1} \langle fe^{-H} \rangle_{\mu,0}; \quad Z = \langle e^{-H} \rangle_{\mu,0}$$
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As I began to write about correlation inequalities, I wondered about a natural question. Say that an apriori measure, $\nu$, on $\mathbb{R}$ Ising dominates another measure $\mu$ if and only if for all $J(A) \geq 0$ and all $B$, one has that

$$\langle \sigma^B \rangle_{\mu,\Lambda} \leq \langle \sigma^B \rangle_{\nu,\Lambda}$$
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then by results of Wells (D. Wells, *Some moment inequalities for general spin Ising ferromagnets*, Indiana Univ. preprint) \( \langle s_j s_k \rangle_{\beta,1} \leq 2 \langle \sigma^{(1)}_j \sigma^{(2)}_k \rangle_{\beta,2} \).

The left hand side is an Ising expectation and the right with the apriori measure of the \(2D\) rotor with only couplings of the 1 components. So this was part of what seems to be an Ising domination result (the 2 indicates the Ising measure should really be \( b_{1/\sqrt{2}} \)).
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for all \( 2^n \) choices of the plus and minus sign.
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When it is clear which measure is intended, we will drop the \( \mu \) from \( \langle \cdot \rangle_\mu \). We have restricted to compact Hausdorff spaces and so bounded functions for simplicity. But since all the arguments are essentially algebraic, all results extend to the case where \( X \) is only locally compact so long as all \( f \in \mathcal{F} \) obey \( \int |f(x)|^m \, d\mu(x) < \infty \) for all \( m \) since that condition assures that all integrals are convergent.

Note that

\[
(G2) \Rightarrow 2 \langle f \rangle_\mu = \int_X f(x) + f(y) \, d\mu(x) \, d\mu(y) \geq 0
\]

\[
\int_{X \times X} (f(x) - f(y))(g(x) - g(y)) \, d\mu(x) \, d\mu(y)
= 2 \left[ \langle fg \rangle_\mu - \langle f \rangle_\mu \langle g \rangle_\mu \right] \geq 0
\]

We will see shortly that \( (G2) \Rightarrow (G1) \)
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Given a family of functions, $\mathcal{F} \subset C(X)$, we define the Ginibre cone, $\mathcal{C}(\mathcal{F})$, as the set of linear combinations with non-negative coefficients of products of functions from $\mathcal{F}$.

**Ginibre Theorem 1** If a triple $\langle X, \mu, \mathcal{F} \rangle$ obeys $(G2)$, so does $\langle X, \mu, \mathcal{C}(\mathcal{F}) \rangle$.

It is trivial that $(G2)$ holds for sums and positive multiples of functions for which it holds, so it suffices to prove it holds for products. By induction, we need only handle products of two functions. We note that

$$fg \pm f'g' = \frac{1}{2}(f + f')(g \pm g') + \frac{1}{2}(f - f')(g \mp g')$$

which allows us to prove $(G2)$ for a single product when we have it for individual functions (and shows $(G2) \Rightarrow (G1)$).
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**Ginibre Theorem 3** Let \( \langle X, \mu, F \rangle \) be Ginibre system. Let \( -H \in F \) and define a new measure, \( \mu_H \) by

\[
\langle f \rangle_{\mu_H} = \frac{\langle fe^{-H} \rangle_\mu}{\langle e^{-H} \rangle_\mu}
\]

Then \( \langle X, \mu_H, F \rangle \) is a Ginibre system.

The proof is easy. The normalization is irrelevant and we expand the exponential \( \exp(-H(x) - H(y)) \).
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The proof is easy! ($G2$) says that for all non-negative integers, $k$ and $m$, one has that

$$\int_{X \times X} (x + y)^k (x - y)^m d\mu(x) d\mu(y) \geq 0$$

Interchanging $x$ and $y$ implies the integral is zero if $m$ is odd and $x \mapsto -x$ symmetry implies the integral is zero if $m + k$ is odd. Thus the only possible non-zero integrals are when $m$ and $k$ are even in which case the integrand is positive!
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\[ -H = \sum_{A \subseteq \Lambda} J(A) \sigma^A \quad \sigma^A = \prod_{j \in A} \sigma_j \]

with ANY (!!!) even apriori measure, one has positive expectations and positive correlations of the \( \sigma^A \).
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The first is to note that he proves that if $d\mu$ is a product of rotation invariant measures on circles, the set of functions $\cos(\sum_{j=1}^{n} m_j \theta_j)$ is a Ginibre system. This and some extensions are essentially half the correlation inequalities for plane rotors.
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There is a simple extension of Ginibre’s method in Wells’ thesis that allows comparison of measures. Given two probability measures, \( \mu \) and \( \nu \) on a locally compact space, \( X \), we say that \( \mu \) **Wells dominates** \( \nu \), written \( \mu \triangleright \nu \) or \( \nu \triangleleft \mu \) with respect to a class of continuous functions \( \mathcal{F} \) (with all moments of all \( f \in \mathcal{F} \) finite with respect to both measures; not needed if \( X \) is compact) if for all \( n \) and all \( f_1, f_2, \ldots, f_n \) and all \( 2^n \) choices of \( \pm \), we have that

\[
\int \int (f_1(x) \pm f_1(y)) \cdots (f_n(x) \pm f_n(y)) d\mu(x) d\nu(y) \geq 0
\]
Basic Definition

We will be most interested in case $X = \mathbb{R}$, $\mu$ and $\nu$ are both even measures with all moments finite and $\mathcal{F}$ has the single function $f(x) = x$ in which case the condition takes the form

$$\int_{\mathbb{R}} \int_{\mathbb{R}} (x + y)^n (x - y)^m \, d\mu(x) \, d\nu(y) \geq 0$$

for all non-negative integers, $n$ and $m$ in which case we use the symbol $\ll$ without being explicit about $\mathcal{F}$. Since the measures are even, one need only check this when $n + m$ is even. It is trivial if both are even, so we only need worry about the case that both are odd. Since the measures are different, we don’t have the exchange symmetry that makes the integral vanish if both are odd but symmetry under $y \mapsto -y$ implies invariance under interchange of $m$ and $n$, so we need only check for $m \geq n$. We’ll see examples later.
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**Theorem** (a) If $\mu \prec \nu$ for a set of functions $\mathcal{F}$, the same is true for the Ginibre cone $C(\mathcal{F})$.

(b) If for $j = 1, \ldots, n$, $\mu_j \prec \nu_j$ for probability measures on spaces $X_j$ with respect to sets of functions $\mathcal{F}_j$ on $X_j$, then for the measures on $\prod_{j=1}^n X_j$ and the set of functions $\bigcup_{j=1}^n \mathcal{F}_j$, one has that $\otimes_{j=1}^n \mu_j \prec \otimes_{j=1}^n \nu_j$.

(c) If $\mu \prec \nu$ for probability measures on a space $X$ with respect to a set of functions $\mathcal{F}$ on $X$, if $-H \in \mathcal{F}$ and if $\mu_H, \nu_H$ are Gibbs measures, then $\mu_H \prec \nu_H$ for $\mathcal{F}$.

(d) If $\mu \prec \nu$ with respect to a set of functions $\mathcal{F}$, then for every $f \in \mathcal{F}$, we have that

$$\int f(x) \, d\mu(x) \leq \int f(x) \, d\nu(x)$$
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Wells Domination implies Ising Domination

This immediately implies that

**Corollary** If for \( j = 1, \ldots, n \), \( \mu_j \prec \nu_j \) for probability measures on spaces \( X_j \) with respect to sets of functions \( \mathcal{F}_j \) on \( X_j \), then if \( -H \in C(\bigcup_{j=1}^{n} \mathcal{F}_j) \) and if \( \mu_H, \nu_H \) are formed from the underlying product measures \( \otimes_{j=1}^{n} \mu_j \) and \( \otimes_{j=1}^{n} \nu_j \), then for all \( F \in C(\bigcup_{j=1}^{n} \mathcal{F}_j) \), one has that

\[
\int f(x) \, d\mu_H(x) \leq \int f(x) \, d\nu_H(x).
\]

In particular, if each \( X_j = \mathbb{R} \), (so implicitly \( F_j \) is the single function \( \sigma_j \)) and if \( H \) has the general Ising form, then for all \( A \subset 2^{\{1, \ldots, n\}} \) one has that

\[
\langle \sigma^A \rangle_{\mu_H} \leq \langle \sigma^A \rangle_{\nu_H}
\]
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**Question 1** Is Wells relation transitive among all even measures on $\mathbb{R}$? How about among all measures on a general topological space if $\mathcal{F}$ is rich enough?

Since Ising domination is trivially transitive, for applications, this lack isn’t so important.
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**Big Theorem** Let \( d\mu \) be an even probability measure on \( \mathbb{R} \) with compact support that is not a point mass at 0. Then there are two strictly positive numbers \( T_-(\mu) \) and \( T_+(\mu) \) so that \( \mu \prec b_S \) if and only if \( S \geq T_+ \) and \( b_S \prec \mu \) if and only if \( S \leq T_- \). Moreover

\[
T_+ = \sup\{s \mid s \in \text{supp}(\mu)\}
\]

and

\[
S \leq T_- \iff \forall n \in \mathbb{N} \int_{\mathbb{R}} (x^2 - S^2)^n d\mu(x) \geq 0
\]
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One consequence of the theorem is

$$T_- \leq \left( \int_{\mathbb{R}} x^2 \, d\mu(x) \right)^{1/2}$$

It is an interesting question when one has equality. Before leaving this theorem, I should mention I happened to look at a 1981 paper of Bricmont, Lebowitz and Pfister that includes in an appendix a proof (with attribution to Wells) of Wells result about the existence of $T_- > 0$. 
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It could even happen that there is Wells domination. It would even be interesting to know that $\tilde{\mu}_S$ Ising dominates normalized Lebesgue measure on $[-1, 1]$. 
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**Theorem** $T_-(\mu_D)$ is given by the second moment, i.e.

$$T_-(\mu_D)^2 = \frac{1}{D}$$

The result for $D = 2$ is especially easy because

$$\langle (x^2 - 1/2)^{2m+1} \rangle_{D=2} = 0 \text{ since it is equivalent to } \langle (2x^2 - 1)^{2m+1} \rangle_{D=2} = \langle (x_1^2 - x_2^2)^{2m+1} \rangle_{\text{rotor}} = 0 \text{ by } x_1 \leftrightarrow x_2.$$
After some experimentation with Mathematica, I have proven that

**Theorem** \( T_-(\mu_D) \) is given by the second moment, i.e.

\[
T_-(\mu_D)^2 = \frac{1}{D}
\]

The result for \( D = 2 \) is especially easy because

\[
\langle (x^2 - 1/2)^{2m+1} \rangle_{D=2} = 0 \text{ since it is equivalent to }
\langle (2x^2 - 1)^{2m+1} \rangle_{D=2} = \langle (x_1^2 - x_2^2)^{2m+1} \rangle_{\text{rotor}} = 0 \text{ by } x_1 \leftrightarrow x_2.
\]

I note that this result for \( D = 2 \) is precisely the result that Aizenman and I say is in Wells mystery preprint. He may have the general \( D \) result there but since \( D = 2 \) is much easier, maybe not.
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We then write $\mu < \nu$ say that $\nu$ van Beijeren-Sylvester dominates $\mu$. The first says that $\frac{\hat{\mu}([x, \infty))}{\hat{\nu}([x, \infty))}$ is monotone decreasing as $x$ increases (when we can take the ratio, i.e. so long as $\hat{\nu}([y, \infty)) \neq 0$). And these in turn imply even more than Ising domination of $\mu$ by $\nu$ - it is true for Hamiltonians built by more than products of $\sigma$ - products of any elements of $\mathcal{M}$.

While this notion is useful, it has one nearly fatal flaw (that comes from the strength of the conclusion - all of $\mathcal{M}$ rather than just linear functions) one has that

$$b_T < \mu \text{ for some } T > 0 \Rightarrow \mu([[0, T)]) = 0$$
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To summarize

- Question 1: Is Wells relation transitive among all even measures on $\mathbb{R}$? How about among all measures on a general topological space if $F$ is rich enough?
- Question 2: Prove for spin $S \geq \frac{3}{2}$ that $T^2 - a^S = \alpha$.
- Question 3: Prove for spin $S$ that $T^2 - a^S \geq \frac{1}{3}$.
- Question 4: Prove for spin $S$ that $\tilde{\mu}^S_{\text{Ising}}$ dominates $\tilde{\mu}^S_{\text{Ising} + \frac{1}{2}}$. 
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To summarize

**Question 1** Is Wells relation transitive among all even measures on $\mathbb{R}$? How about among all measures on a general topological space if $\mathcal{F}$ is rich enough?

**Question 2** Prove for spin $S \geq 3/2$ that $T^2_\omega = a_S$.

**Question 3** Prove for spin $S$ that $T^2_\omega \geq 1/3$.

**Question 4** Prove for spin $S$ that $\tilde{\mu}_S$ Ising dominates $\tilde{\mu}_{S+1/2}$.
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**Big Theorem** Let $d\mu$ be an even probability measure on $\mathbb{R}$ with compact support that is not a point mass at 0. Then there are two strictly positive numbers $T_-(\mu)$ and $T_+(\mu)$ so that $\mu \prec b_S$ if and only if $S \geq T_+$ and $b_S \prec \mu$ if and only if $S \leq T_-$. Moreover

$$T_+ = \sup\{s \mid s \in \text{supp}(\mu)\}$$

and

$$S \leq T_- \iff \forall n \in \mathbb{N} \int_{\mathbb{R}} (x^2 - S^2)^n d\mu(x) \geq 0$$
If \( S \geq \sup \{ s \mid s \in \text{supp}(\mu) \} \), then, for the integrand to be positive, we need that
\[
(S + y)^n(S - y)^m + (S + y)^m(S - y)^n \geq 0
\]
for all \( y \geq 0 \) in \( \text{supp}(\mu) \).
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If $S \geq \sup\{s \mid s \in \text{supp}(\mu)\}$, then, for the integrand to be positive, we need that

$$(S + y)^n(S - y)^m + (S + y)^m(S - y)^n \geq 0$$

for all $y \geq 0$ in $\text{supp}(\mu)$. If $\mu(\{0\}) > 0$, there is an additional term of $S^{n+m}\mu(\{0\})$ in the right hand side, but that is also positive, so for such $S$, we have that $\mu \prec b_S$.

On the other hand, if $\mu \prec b_S$, we have that

$$\int x^{2n} \, d\mu(x) \leq S^{2N}$$

so, taking $2N$th roots and then $N \to \infty$, we see that $S \geq \sup\{s \mid s \in \text{supp}(\mu)\}$ which proves the formula for $T_+$. 
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**Lemma** Let $\mu$ be a positive measure on an interval $I \subset \mathbb{R}$ (either open or closed at each endpoint). Let $f, g \in L^2(d\mu)$ and suppose that $g$ is monotone increasing on $I$ and there is $c \in I$ so that $f(x) \leq 0$ (resp $f(x) \geq 0$) if $x \leq c$ (resp $x \geq c$). Then

$$\int f(x)g(x) \, d\mu(x) \geq g(c) \int f(x) \, d\mu(x)$$

**Proof** The function $f(x)[g(x) - g(c)]$ is positive so its integral is positive which is the claim.
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Taking $n = m$ in the basic integral, we see that

$$b_S < \mu \Rightarrow \forall n \text{ odd } \int_{\mathbb{R}} (x^2 - S^2)^n \, d\mu(x) \geq 0$$

Now look at the basic integral when $\nu = b_S$ and $m > n$ with both odd. Since

$$(x \pm S)^n (x \mp S)^m = (x^2 - S^2)^n (x \mp S)^{m-n}$$

we see that the integral in question is

$$\frac{1}{2} \int (x^2 - S^2)^n \left[ (x + S)^{m-n} + (x - S)^{m-n} \right] \, d\mu(x)$$

$$= \int (x^2 - S^2)^n \left[ (x + S)^{m-n} + (x - S)^{m-n} \right] \, d\tilde{\mu}(x)$$
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\[
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The Proof: Reduction of Lower Bound to $m = n$

By the binomial theorem, the polynomial $Q_{2k}(y) = (y + S)^{2k} + (y - S)^{2k}$ only has even degree terms with only positive coefficients so the function in $[\cdot]$ in the last equation is monotone on $I = [0, \infty)$. Applying the lemma with $c = S$, we see that

$$\int_{\mathbb{R}} \int_{\mathbb{R}} (x+y)^n(x-y)^m d\mu(x)d\nu(y) \geq (2S)^{m-n} \int_{\mathbb{R}} (x^2 - S^2)^n d\mu(x)$$

Thus, we have shown that

$$b_S \prec \mu \iff \forall n \text{ odd } \int_{\mathbb{R}} (x^2 - S^2)^n d\mu(x) \geq 0$$
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$$\frac{b^2}{a^2 - b^2} \leq \min(1, 2\mu([a, \infty)))$$

possible since the left side goes to zero as $b \downarrow 0$. Since the integrand is positive on $[b, a]$, we have that for all $k \in \mathbb{N}$

$$\int (x^2 - b^2)^{2k+1} \, d\mu(x) \geq -(b^2)^{2k+1} + 2(a^2 - b^2)^{2k+1} \mu([a, \infty))$$

$$= 2(a^2 - b^2)^{2k+1} \left[ 2\mu([a, \infty)) - \left( \frac{b^2}{a^2 - b^2} \right)^{2k+1} \right] \geq 0$$

by the choice of $b$. 
The Proof: $T_\geq 0$

First, pick $a > 0$ so that $\mu([a, \infty)) > 0$. Pick $0 < b < a$ so small that

$$\frac{b^2}{a^2 - b^2} \leq \min (1, 2\mu([a, \infty)))$$

possible since the left side goes to zero as $b \downarrow 0$. Since the integrand is positive on $[b, a]$, we have that for all $k \in \mathbb{N}$

$$\int (x^2 - b^2)^{2k+1} d\mu(x) \geq -(b^2)^{2k+1} + 2(a^2 - b^2)^{2k+1} \mu([a, \infty))$$

$$= 2(a^2 - b^2)^{2k+1} \left[ 2\mu([a, \infty)) - \left( \frac{b^2}{a^2 - b^2} \right)^{2k+1} \right] \geq 0$$

by the choice of $b$. Thus $T_\geq b > 0$. 
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