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The purpose of this paper is to prove some new variants on the harmonic analyst's uncertainty principle, i.e. interplay between the support of a function and its Fourier transform, and to apply them to some questions in spectral theory. These results were suggested by work on the one dimensional Anderson model due to Campanino-Klein and others.

The paper consists of two parts, sections 2-3 and 4-5. Both parts depend on some preliminary lemmas about characteristic functions of probability distributions, which are proved in section 1.

The results in sections 2-3 are related to the approach to the Anderson model originating in [2] and [17], based on analyzing the formulas arising from the supersymmetric replica method, and they lead to improvements of the estimates in these papers. In particular, this makes the method from [2] and [17] applicable also to questions about Bernoulli type models such as Holder continuity of the density of states.

We now describe these results from the analysis point of view. Let

$$
\begin{equation*}
\rho(x)=\min \left(1, \frac{1}{|x|}\right) \tag{1}
\end{equation*}
$$

and make the following definition: a set $E \subset \mathbb{R}^{n}$ is $\underline{\epsilon \text {-thin if }}$

$$
|E \cap D(x, \rho(x))| \leq \epsilon|D(x, \rho(x))|
$$

for all $x \in \mathbb{R}^{n}$, where $D(x, r)$ is the disc centered at $x$ with radius $r$ and $|\cdot|$ is Lebesgue measure. We also let $E^{c}$ be the complement of the set $E$.

Theorem 2.1 There are $\epsilon>0$ and $C<\infty$ such that if $E$ and $F$ are $\epsilon$-thin sets in $\mathbb{R}^{n}$ then for any $f \in L^{2}$

$$
\begin{equation*}
\|f\|_{2} \leq C\left(\|f\|_{L^{2}\left(E^{c}\right)}+\|\hat{f}\|_{L^{2}\left(F^{c}\right)}\right) \tag{2}
\end{equation*}
$$

Here $\hat{f}(\xi) \stackrel{\text { def }}{=} \int_{\mathbb{R}^{n}} f(x) e^{-2 \pi i x \cdot \xi} d x$ is the Fourier transform of $f$. Theorem 2.1 is evidently a version of the uncertainty principle - the fact that $f$ and $\hat{f}$ cannot both be concentrated on small sets. There are numerous related results in the literature, e.g. Logvinenko and Sereda [20] gave sharp conditions on $F$ under which (2) holds if $E=D(0,1)$, and Amrein and Berthier [1] showed that (2) holds if both $E$ and $F$ have finite volume. Further results may be found in the survey article [9] and the book [15]. The form of Theorem 2.1 is dictated by the application we want to make. However, Theorem 2.1 is also sharp in a certain sense - see the remark after the proof.

Let $G$ be a function on $\mathbb{R}^{n}$ with $\|G\|_{\infty}=1$ and define an operator $T_{G}: L^{2} \rightarrow L^{2}$ via

$$
T_{G} f=\widehat{G f}
$$

Clearly $\left\|T_{G}\right\|=1$ and in practice, one sometimes needs to bound the spectral radius of $T_{G}$ away from 1 . We will use Theorem 2.1 to prove the following:

Theorem 2.3 Suppose that $\mu$ and $\nu$ are probability measures on the line, neither of which is a unit point mass and that $Q_{1}, Q_{2}$ are nondegenerate quadratic forms ${ }^{1}$ in $\mathbb{R}^{n}$. Let $G$ and $H$ be functions on $\mathbb{R}^{n}$ such that

$$
\begin{aligned}
|G(x)| & \leq\left|\hat{\mu}\left(Q_{1}(x)\right)\right| \\
|H(x)| & \leq\left|\hat{\nu}\left(Q_{2}(x)\right)\right|
\end{aligned}
$$

Then

$$
\left\|T_{H} T_{G}\right\|_{L^{2} \rightarrow L^{2}} \leq \rho
$$

where $\rho<1$ depends only on $\mu, \nu, Q_{1}$ and $Q_{2}$. Indeed, we can take $\rho=1-C^{-1} \lambda^{2} \gamma$ where $C>0$ depends only on $Q_{1}$ and $Q_{2}$; here $\gamma$ and $\lambda$ are any numbers in ( 0,1 ) such that

$$
\begin{align*}
& \mu \times \mu(\{(x, y) \in \mathbb{R} \times \mathbb{R}:|x-y| \geq \lambda\}) \geq \gamma  \tag{3}\\
& \nu \times \nu(\{(x, y) \in \mathbb{R} \times \mathbb{R}:|x-y| \geq \lambda\}) \geq \gamma
\end{align*}
$$

Of course, any measure other than a unit point mass will satisfy (3) for some $\lambda \in(0,1)$ and $\gamma \in(0,1)$.

We prove Theorems 2.1 and 2.3 in section 2 and in section 3 we apply Theorem 2.3 to the Anderson model. We give an alternate proof of Le Page's theorem on Holder continuity of the density of states using ideas from [2] and extend the proof of localization in [17] to the case of Bernoulli models. See Propositions 3.3 and 3.6 below.

In the second part of the paper (sections 4 and 5) we prove quantitative results on nonexistence of almost invariant vectors. First suppose that $\nu$ is a probability measure on $\mathbb{R}^{n}$ satisfying the condition analogous to (3):

$$
\begin{equation*}
\nu \times \nu\left(\left\{(x, y) \in \mathbb{R}^{n} \times \mathbb{R}^{n}:|x-y| \geq \lambda\right\}\right) \geq \gamma \tag{4}
\end{equation*}
$$

[^0]Let $\mathcal{I}$ be the unitary operator on $L^{2}\left(\mathbb{R}^{n}\right)$ associated with reflection in the unit sphere, i.e.

$$
\begin{equation*}
\mathcal{I} f(x)=|x|^{-n} f\left(x^{*}\right) \tag{5}
\end{equation*}
$$

where $x^{*}=\frac{x}{|x|^{2}}$. The following result is a special case of Theorem 4.1 below.
Theorem 4.1.0 Let $T f=\nu * \mathcal{I} f$. Then $\left\|T^{2}\right\|_{L^{2} \rightarrow L^{2}} \leq 1-C^{-1} \lambda^{2}$ where $C$ depends on $n$ and $\gamma$.

In addition to Theorem 4.1 we prove a similar result for general representations of $S L(2, \mathbb{R})$, Theorem 4.5. We then use this (via the equation for Furstenburg's invariant measure) to refine some of the known results on the Anderson model, e.g. we prove a quantitative result for the Liapunov exponent (Corollary 4.7) and a refinement of LePage's theorem (Proposition 4.8) asserting that inside the spectrum of the Laplacian the bounds are independent of the disorder as the disorder goes to zero.

In section 5 we prove an analogous result (Theorem 5.1) for the action of suitable symplectic matrices on the lagrangian grassmannian instead of projective space. Analytically this means that we prove an analogue of Theorem 4.1.0 on the space of symmetric matrices, with inversion of matrices replacing the euclidean inversion $x \rightarrow x^{*}$.

We now explain briefly why the results in the two parts of the paper are related. Namely, the operators $f \rightarrow \mu * \mathcal{I} f$ and the operators of type $T_{\hat{\mu} \circ Q}$ which arise from the supersymmetric replica method are related by the metaplectic representation. For example, if one takes $n=1$ in Theorem 4.1.0 and makes some minor changes in the definitions (defines $\mathcal{I} f(x)$ to be $x^{-1} f\left(\frac{-1}{x}\right)$ instead of $\left.|x|^{-1} f\left(\frac{1}{x}\right)\right)$ then the resulting statement is an immediate corollary of Theorem 2.3 , since the operator $f \rightarrow \mu * \mathcal{I} f$ has a realization where it is of the form $T_{\hat{\mu} \circ Q}$. See e.g. [12], or the proof of Theorem 4.5 for the discrete series given below. This type of argument is also implicit in papers on the Anderson model such as [2] and [18], where similar formulas are used without the group theoretic framework.

Added 10/18/97: in an appendix, we also give a different (perhaps more straightforward) approach to the results in section 4 about almost invariant vectors and prove a more general statement, Theorem A.1.
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## 1. Some lemmas on characteristic functions

The purpose of this section is to obtain a certain thinness property of the set where the characteristic function of a probability distribution is close to its maximal possible
value 1 , which will be used in all the subsequent arguments.
Lemma 1.1 Let $\mu$ be a probability measure on $\mathbb{R}^{n}$ which is not a single Dirac mass and let $E_{\delta}=\left\{\xi \in \mathbb{R}^{n}:|\hat{\mu}(\xi)|>1-\delta\right\}$. Then for every $\epsilon>0$ there is $\delta>0$ such that $\sup _{a \in \mathbb{R}^{n}}\left|D(a, 1) \cap E_{\delta}\right|<\epsilon$. In fact, if (4) holds (with $\lambda \in(0,1)$ ) we can take $\delta=C^{-1} \gamma \lambda^{2} \epsilon^{2}$ where $C$ depends on $n$ only.

Proof We use the following fact about the cosine function, which holds (uniformly over $k \in \mathbb{R}^{n}$ and $\alpha$ ) since the image of the set in question under the map $\xi \rightarrow \xi \cdot \frac{k}{|k|}$ is a union of intervals of length $\approx|k|^{-1} \sqrt{\alpha}$ centered at integer multiples of $|k|^{-1}$.

$$
\begin{equation*}
\sup _{a \in \mathbb{R}^{n}}|\{\xi \in D(a, 1): \cos (2 \pi k \cdot \xi)>1-\alpha\}| \leq C \alpha^{1 / 2} \max \left(1,|k|^{-1}\right) \tag{6}
\end{equation*}
$$

Fix $a$ and let $E_{\delta}^{a}=E_{\delta} \cap D(a, 1)$. We clearly have

$$
\begin{equation*}
(1-2 \delta)\left|E_{\delta}^{a}\right| \leq \int_{E_{\delta}^{a}}|\hat{\mu}(\xi)|^{2} d \xi \tag{7}
\end{equation*}
$$

On the other hand

$$
\int_{E_{\delta}^{a}}|\hat{\mu}(\xi)|^{2} d \xi=\int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \int_{E_{\delta}^{a}} \cos (2 \pi \xi \cdot(x-y)) d \xi d \mu(x) d \mu(y)
$$

Let $\alpha$ satisfy $C \alpha^{\frac{1}{2}}=\frac{1}{2}\left|E_{\delta}^{a}\right| \lambda$, with $C$ as in (6). Then

$$
\begin{align*}
\int_{E_{\delta}^{a}} \cos 2 \pi \xi \cdot(x-y) d \xi \leq & \left|E_{\delta}^{a} \cap\{\xi: \cos (2 \pi \xi \cdot(x-y))>1-\alpha\}\right| \\
& +(1-\alpha)\left|E_{\delta}^{a} \cap\{\xi: \cos (2 \pi \xi \cdot(x-y)) \leq 1-\alpha\}\right| \tag{8}
\end{align*}
$$

If $|x-y| \geq \lambda$, then (6) implies

$$
\begin{aligned}
\left|E_{\delta}^{a} \cap\{\xi: \cos (2 \pi \xi \cdot(x-y))>1-\alpha\}\right| & \leq \frac{1}{2}\left|E_{\delta}^{a}\right| \lambda \max \left(1,|x-y|^{-1}\right) \\
& \leq \frac{1}{2}\left|E_{\delta}^{a}\right|
\end{aligned}
$$

since $\lambda \leq 1$. By ( 8 ),

$$
\int_{E_{\delta}^{a}} \cos (2 \pi \xi \cdot(x-y)) d \xi \leq\left(1-\frac{\alpha}{2}\right)\left|E_{\delta}^{a}\right|
$$

when $|x-y|>\lambda$. Hence,

$$
\begin{aligned}
\int_{E_{\delta}^{a}}|\hat{\mu}(\xi)|^{2} d \xi & \leq\left(1-\frac{\alpha}{2}\right)\left|E_{\delta}^{a}\right| \gamma+\left|E_{\delta}^{a}\right|(1-\gamma) \\
& =\left(1-\frac{\alpha \gamma}{2}\right)\left|E_{\delta}^{a}\right|
\end{aligned}
$$

Combining this with (7) we conclude that $\delta \geq \frac{\alpha \gamma}{4}$. By choice of $\alpha$ this means that $\delta \geq C^{-1} \gamma \lambda^{2}\left|E_{\delta}^{a}\right|^{2}$. This is equivalent to the lemma.

The next lemma and corollary are variants on Lemma 1.1 which will only be needed in section 5 .

Lemma 1.2 Let $\mu$ be a probability measure on $\mathbb{R}^{n}$ and assume that for certain constants $\gamma$ and $A$ with $\gamma>0$, and for a certain $\lambda \leq 1$,

$$
\begin{equation*}
\mu \times \mu\left(\left\{(x, y) \in \mathbb{R}^{n} \times \mathbb{R}^{n}:|x-y| \geq A \lambda\right\}\right) \leq \frac{\gamma}{2} \tag{9}
\end{equation*}
$$

If $e$ is a unit vector in $\mathbb{R}^{n}$ then

$$
\begin{equation*}
\mu \times \mu\left(\left\{(x, y) \in \mathbb{R}^{n} \times \mathbb{R}^{n}:|(x-y) \cdot e| \geq \lambda\right\}\right) \geq \gamma \tag{10}
\end{equation*}
$$

Then, for a suitable constant $C$ depending on $\gamma, A$ and $n$ the set

$$
E \stackrel{\text { def }}{=}\left\{\xi \in \mathbb{R}^{n}:|\hat{\mu}(\xi)| \geq 1-C^{-1} \epsilon^{2} \lambda^{2}\right\}
$$

satisfies the estimate

$$
\mid\{t \in \mathbb{R}: t=x \cdot e \text { for some } x \in E \cap D(a, 1)\} \mid<\epsilon
$$

for all $a \in \mathbb{R}^{n}$ and all unit vectors $e \in \mathbb{R}^{n}$.
Remarks (1) Condition (10) is the natural analogue here for the assumption in Lemma 1.1. However, (10) by itself does not imply the conclusion of the lemma. This may be seen (say when $n=2$ ) by taking $\mu$ to be the direct product of two copies of the measure $\frac{1}{2}\left(\delta_{-N}+\delta_{N}\right), e$ with irrational slope and using Dirichlet's theorem on approximation of irrationals by rationals. The conclusion will not hold uniformly in $N$ as $N \rightarrow \infty$.
(2) Any fixed probability measure on $\mathbb{R}^{n}$ which is not supported on a hyperplane will satisfy the hypotheses of Lemma 1.2 for some choice of $\gamma$, any large $A$ and some $\lambda$. In fact, the hypotheses hold uniformly over any set of probability measures which is weak* compact and contains no measure supported on a hyperplane. This may be proved by a suitable compactness argument. Furthemore, the assumptions are dilation invariant in the following sense. If $\mu$ is a measure and $t \in \mathbb{R}^{+}$then we let $\mu_{t}$ be the $t$-dilation of $\mu$, i.e.

$$
\begin{equation*}
\mu_{t}(E) \stackrel{\text { def }}{=} \mu\left(t^{-1} E\right) \tag{11}
\end{equation*}
$$

If $\mu$ satisfies the hypotheses with $\lambda=\lambda_{0}$, then $\mu_{t}$ will satisfy the hypotheses with the same values of $A$ and $\gamma$ and with $\lambda=t \lambda_{0}$.

Proof of Lemma 1.2 Define

$$
\Delta=\left\{x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n} \in\left(\mathbb{R}^{n}\right)^{2 n}:\left|y_{j}-x_{j}\right| \leq A \lambda \forall j \text { and }\left|\operatorname{det}\left(\left\{y_{j}-x_{j}\right\}_{j=1}^{n}\right)\right| \geq \lambda^{n}\right\}
$$

## Claim 1

$$
\overbrace{\mu \times \ldots \times \mu}^{2 n \text { times }}(\Delta) \geq C^{-1}
$$

Proof We consider the set of all $2 n$-tuples $x_{j}, y_{j}(j \leq n)$ which can be obtained by the following recursive process: $x_{1}$ and $y_{1}$ are arbitrary points of $\mathbb{R}^{n}$ such that $\lambda \leq\left|y_{1}-x_{1}\right| \leq$ $A \lambda$. If $2 \leq k \leq n$ and if $x_{j}$ and $y_{j}$ have been chosen for $j<k$, then denote the orthogonal projection of $\mathbb{R}^{n}$ on the orthogonal complement of $\operatorname{sp}\left(\left\{x_{j}-y_{j}\right\}_{j<k}\right)$ by $P$, and let $x_{k}$ and $y_{k}$ be any points of $\mathbb{R}^{n}$ such that $\left|P\left(x_{k}-y_{k}\right)\right| \geq \lambda$ and $\left|x_{k}-y_{k}\right| \leq A \lambda$. The assumptions imply that the $\mu \times \mu$ measure of the allowable pairs $\left(x_{k}, y_{k}\right)$ is bounded below by $\frac{\gamma}{2}$ at each stage. Accordingly, the $\mu \times \ldots \times \mu$-measure of the set of $2 n$ - tuples obtained this way is bounded below by $\left(\frac{\gamma}{2}\right)^{n}$. On the other hand, some simple linear algebra implies that $\left|\operatorname{det}\left(y_{j}-x_{j}\right)\right| \geq \lambda^{n}$ for any such $2 n$-tuple, so Claim 1 is proved.

Claim 2 below will play the same role as did (6) in the proof of Lemma 1.1.
Claim 2 Let $a \in \mathbb{R}^{n}$ with radius 1 , assume $\left(x_{1}, \cdots, x_{n}, y_{1}, \cdots, y_{n}\right) \in \Delta$ and define

$$
\Sigma=\left\{\xi \in D(a, 1): \Pi_{j=1}^{n} \cos \left(2 \pi\left(x_{j}-y_{j}\right) \cdot \xi\right) \geq 1-\rho^{2} \lambda^{2}\right\}
$$

Then $\Sigma$ is contained in the union of $C$ discs of radius $\rho$. In particular, if $e$ is any unit vector in $\mathbb{R}^{n}$ then

$$
\mid\{t \in \mathbb{R}: t=x \cdot e \text { for some } x \in \Sigma\} \mid \leq C \rho
$$

where $C$ depends on $n$ and $\gamma$.
Proof First consider the case where $x_{j}-y_{j}=\lambda e_{j}$, where $e_{j}$ is the $j$ th standard basis vector. Then the set in question is contained in a $C \rho$-neighborhood of $(2 \lambda)^{-1} \mathbb{Z}^{n}$, so the claim is obvious (recall that $\lambda \leq 1$ ). The general case then follows since by definition of $\Delta$, there is a linear map $T \in G L(n)$ with $T\left(\lambda e_{j}\right)=x_{j}-y_{j}$ and such that $\|T\|$ and $\left\|T^{-1}\right\|$ are bounded by constants.

In proving the lemma we may of course assume that $e=e_{n}$. We will denote variables in $\mathbb{R}^{n}$ by $\xi=\bar{\xi}+t e$ with $\bar{\xi} \in \mathbb{R}^{n-1} \times\{0\}$ and $t \in \mathbb{R}$. We fix $a \in \mathbb{R}^{n}$ and, for $t \in \mathbb{R}$, we let $V(t)=\sup \left(|\hat{\mu}(\xi)|: \xi \in D(a, 1), \xi_{n}=t\right)$. Fix a number $\delta$ and consider the set $Y_{\delta} \stackrel{\text { def }}{=}\{t \in \mathbb{R}: V(t) \geq 1-\delta\}$ and the quantity

$$
\begin{equation*}
\int_{Y_{\delta}} V(t)^{2 n} d t \tag{12}
\end{equation*}
$$

which is evidently $\geq(1-\delta)^{2 n}\left|Y_{\delta}\right|$. On the other hand, (12) is

$$
\begin{aligned}
& \leq \int_{Y_{\delta} \mid \bar{\xi}_{\mid \leq 1}}\left|\hat{\mu}\left(a+t e_{n}+\bar{\xi}\right)\right|^{2 n} d t \\
& =\int_{Y_{\delta}}\left(\sup _{\mid \bar{\xi}_{\mid \leq 1}} \int_{\mathbb{R}^{2 n}} \Pi_{j=1}^{n} \cos \left(2 \pi\left(a+t e_{n}+\bar{\xi}\right) \cdot\left(x_{j}-y_{j}\right)\right) d \mu\left(x_{1}\right) d \mu\left(y_{1}\right) \ldots d \mu\left(x_{n}\right) d \mu\left(y_{n}\right)\right) d t \\
& \leq \int_{Y_{\delta}} \int_{\mathbb{R}^{2 n}} \sup _{\bar{\xi}_{\mid \leq 1}} \Pi_{j=1}^{n} \cos \left(2 \pi\left(a+t e_{n}+\bar{\xi}\right) \cdot\left(x_{j}-y_{j}\right)\right) d \mu\left(x_{1}\right) d \mu\left(y_{1}\right) \ldots d \mu\left(x_{n}\right) d \mu\left(y_{n}\right) d t(13)
\end{aligned}
$$

We will denote the measure

$$
\overbrace{\mu \times \cdots \times \mu}^{2 n \text { times }}
$$

by $m$. We subdivide the integral with respect to $m$ in (13) into the contributions from $\Delta$ and $\Delta^{c}$. Of course

$$
\int_{Y_{\delta}} \int_{\Delta^{c}} \sup _{\mid \bar{\xi}_{\mid \leq 1}} \Pi_{j=1}^{n} \cos \left(2 \pi\left(a+t e_{n}+\bar{\xi}\right) \cdot\left(x_{j}-y_{j}\right)\right) d \mu\left(x_{1}\right) d \mu\left(y_{1}\right) \ldots d \mu\left(x_{n}\right) d \mu\left(y_{n}\right) d t \leq\left|Y_{\delta}\right| m\left(\Delta^{c}\right)
$$

On the other hand, if $\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right) \in \Delta$ then for any $\epsilon$, Claim 2 implies

$$
\sup _{\mid \bar{\xi}_{\mid \leq 1}} \Pi_{j=1}^{n} \cos \left(2 \pi\left(a+t e_{n}+\bar{\xi}\right) \cdot\left(x_{j}-y_{j}\right)\right) \leq 1-C^{-1} \epsilon^{2} \lambda^{2}
$$

for all $t \in I$ except a set of measure $\epsilon$. Accordingly, if $\left|Y_{\delta}\right|>\epsilon$ then

$$
\begin{array}{r}
\int_{Y_{\delta}} \int_{\mathbb{R}^{2 n}} \frac{\sup }{\mid \bar{\xi}_{\mid \leq 1} \Pi_{j} \cos \left(\left(k+t e_{n}+\bar{\xi}\right) \cdot\left(x_{j}-y_{j}\right)\right) d \mu\left(x_{1}\right) d \mu\left(y_{1}\right) \ldots d \mu\left(x_{n}\right) d \mu\left(y_{n}\right) d t} \\
\leq m(\Delta)\left[\left(\left|Y_{\delta}\right|-\epsilon\right)\left(1-C^{-1} \epsilon^{2} \lambda^{2}\right)+\epsilon\right]
\end{array}
$$

So $\left|Y_{\delta}\right|>\epsilon$ implies

$$
\begin{aligned}
(1-\delta)^{2 n}\left|Y_{\delta}\right| & \leq m\left(\Delta^{c}\right)\left|Y_{\delta}\right|+m(\Delta)\left[\left(\left|Y_{\delta}\right|-\epsilon\right)\left(1-C^{-1} \epsilon^{2} \lambda^{2}\right)+\epsilon\right] \\
& =\left|Y_{\delta}\right|-C^{-1} m(\Delta)\left(\left|Y_{\delta}\right|-\epsilon\right) \epsilon^{2} \lambda^{2}
\end{aligned}
$$

If $\left|Y_{\delta}\right| \geq 2 \epsilon$ then it follows that $(1-\delta)^{2 n} \leq 1-C^{-1} m(\Delta) \epsilon^{2} \lambda^{2}$. Since $m(\Delta) \geq C^{-1}$ by Claim 1 this means that $\delta \gtrsim \epsilon^{2} \lambda^{2}$, finishing the proof of the lemma.

The following corollary is what will actually be used below. If $\mu$ is a measure in $\mathbb{R}^{n}$ then define

$$
\begin{equation*}
\Sigma(\mu)=\operatorname{span}(\{x-y: x, y \in \operatorname{supp}(\mu)\}) \tag{14}
\end{equation*}
$$

In other words, we take the smallest affine plane containing the support of $\mu$ and translate it to the origin.

Corollary 1.3 For any given probability measure $\mu$ on $\mathbb{R}^{n}$ there is a constant $C=C_{\mu}$ such that the following holds for all $\lambda \in[0,1]$, all $\epsilon>0$, all unit vectors $e \in \Sigma(\mu)$ and all $a \in \mathbb{R}^{n}$. Define

$$
E_{\lambda}=\left\{\xi \in \mathbb{R}^{n}:\left|\hat{\mu}_{\lambda}(\xi)\right| \geq 1-C^{-1} \epsilon^{2} \lambda^{2}\right\}
$$

Then

$$
\mid\left\{t \in \mathbb{R}: t=x \cdot e \text { for some } x \in E_{\lambda} \cap D(a, 1)\right\} \mid<\epsilon
$$

The constant $C$ may be taken uniform over any compact set of probability measures with a given $\Sigma(\mu)$.

Proof If $\Sigma(\mu)=\mathbb{R}^{n}$ this is the content of Remark (2) after the statement of Lemma 1.2. The general case follows since $|\hat{\mu}|$ is constant in directions perpendicular to $\Sigma(\mu)$.

## 2. Proof of Theorems 2.1 and 2.3

We fix a radial, real-valued Schwartz function $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ with $0 \leq \hat{\phi} \leq 1, \operatorname{supp} \hat{\phi} \subset$ $D(0,2)$ and $\hat{\phi}=1$ on $D(0,1)$. For $j \in \mathbb{Z}^{+} \cup\{0\}$ we let $\phi_{j}(x)=2^{j n} \phi\left(2^{j} x\right)$. Thus $\left\|\phi_{j}\right\|_{1}=\|\phi\|_{1}$, and $\hat{\phi}_{j}(\xi)=\hat{\phi}\left(2^{-j} \xi\right)$ so that $\operatorname{supp} \hat{\phi}_{j} \subset D\left(0,2^{j+1}\right), \hat{\phi}_{j}=1$ on $D\left(0,2^{j}\right)$.

Let $\psi_{0}=\hat{\phi}$, and when $j \in \mathbb{Z}^{+}$let $\psi_{j}=\hat{\phi}_{j}-\hat{\phi}_{j-1}$. Thus supp $\psi_{j} \subset D\left(0,2^{j+1}\right) \backslash D\left(0,2^{j-1}\right)$ when $j \geq 1$, and $\sum_{j=0}^{\infty} \psi_{j}=1$. Define now

$$
\begin{aligned}
S_{N} f & =\sum_{j=0}^{N} \psi_{j} \cdot\left(\phi_{j} * f\right) \\
T_{N} f & =\sum_{j=0}^{N} \psi_{j} \cdot\left(f-\phi_{j} * f\right)
\end{aligned}
$$

Since the $\left\{\phi_{j}\right\}$ form an approximate identity and $\sum \psi_{j}=1$ with no more than three terms being simultaneously nonzero, we may conclude that if $f \in \mathcal{S}$ then $S_{N} f$ and $T_{N} f$ converge in the topology of $\mathcal{S}$. We denote the limit operators by $S$ and $T$. Clearly $S+T$ is the identity operator. One can think of $S f$ and $T f$ as $f$ microlocalized to the regions $|\xi| \leq|x|$ and $|\xi| \geq|x|$ respectively.

The proof of Theorem 2.1 will be based on making appropriate $L^{2}$ estimates for the operators $S$ and $T$. The estimates will follow by applying Schur's test to the integral kernels of the operators. The following lemma contains the necessary calculations.

Lemma 2.2 Define

$$
A_{N}(x)=\sum_{j=0}^{N} \psi_{j}(x) \phi_{j}(x-y)
$$

$$
B_{N}(\xi, \eta)=\sum_{j=0}^{N} \hat{\psi}_{j}(\xi-\eta)\left(1-\hat{\phi}_{j}(\eta)\right)
$$

Then, for a suitable constant $C$ which is independent of $N$,
(i) $\int\left|A_{N}(x, y)\right| d y \leq C$ for all $x$.
(ii) $\int\left|A_{N}(x, y)\right| d x \leq C$ for all $y$.
(iii) $\int\left|B_{N}(\xi, \eta)\right| d \eta \leq C$ for all $\xi$.
(iv) $\int \mid B_{N}(\xi, \eta) d \xi \leq C$ for all $\eta$.

Furthermore, if $E$ and $F$ are $\epsilon$-thin then
(v) $\int_{E}\left|A_{N}(x, y)\right| d y \leq C \epsilon$ for all $x$.
(vi) $\int_{F}\left|B_{N}(\xi, \eta)\right| d \xi \leq C \epsilon$ for all $\eta$.

We will first complete the proof of Theorem 2.1 assuming Lemma $2 . .2$ and will then prove Lemma 2.2.

Proof of Theorem 2.1 Note that

$$
S_{N} f(x)=\int A_{N}(x, y) f(y) d y
$$

and

$$
\widehat{T_{N} f}(\xi)=\int B_{N}(\xi, \eta) \hat{f}(\eta) d \eta
$$

Consequently, by (i)-(iv) of Lemma 2.2 and Schur's test, the operators $S$ and $T$ extend to bounded operators on $L^{2}$ satisfying $S+T=$ identity. Furthermore, if we let $\chi_{E}$ denote the indicator function of the set $E$, then using (ii) and (v) (respectively (iii) and (vi)) and Schur's test, we have

$$
\begin{gather*}
\left\|S\left(\chi_{E} f\right)\right\|_{2} \leq C \epsilon^{\frac{1}{2}}\|f\|_{2}  \tag{15}\\
\left\|\chi_{F} \widehat{T f}\right\|_{2} \leq C \epsilon^{\frac{1}{2}}\|f\|_{2} \tag{16}
\end{gather*}
$$

Suppose now that $f$ is given, with $\|f\|_{2}=1$. Then

$$
\hat{f}=\widehat{S\left(\chi_{E^{c}} f\right)}+\widehat{S\left(\chi_{E} f\right)}+\chi_{F^{c}} \widehat{T f}+\chi_{F} \widehat{T f}
$$

and therefore, using (15),(16),

$$
\left\|\hat{f}-\widehat{S\left(\chi_{E^{c}} f\right)}-\chi_{F^{c}} \widehat{T f}\right\|_{2} \leq C \epsilon^{\frac{1}{2}}
$$

If $\|f\|_{L^{2}\left(E^{c}\right)} \leq \alpha$, say, then we conclude that

$$
\begin{aligned}
\|\hat{f}\|_{L^{2}(F)} & \leq\left\|\hat{f}-\chi_{F^{c}} \widehat{T f}\right\|_{2} \\
& \leq C\left(\alpha+\epsilon^{\frac{1}{2}}\right) \\
& \leq \frac{1}{\sqrt{2}}
\end{aligned}
$$

provided $\epsilon$ and $\alpha$ have been chosen small. So $\|\hat{f}\|_{L^{2}\left(F^{c}\right)} \geq \frac{1}{\sqrt{2}}$ and the proof is complete.
Proof of Lemma 2.2
(i) For fixed $x$ there are at most three values of $j$ for which $\psi_{j}(x) \neq 0$. Furthermore $\left\|\psi_{j}\right\|_{\infty} \leq 1$ for any $j$, and $\left\|\phi_{j}\right\|_{1}=\|\phi\|_{1}$ for any $j$. We conclude that the integral in (i) is $\leq 3\|\phi\|_{1}$.
(ii) Fix $y$ and let $\sum_{*}$ denote the sum over all $j \in\{0, \ldots, N\}$ such that $\operatorname{dist}\left(y, \operatorname{supp} \psi_{j}\right) \geq$ 1. There are at most three values of $j$ with $\operatorname{dist}\left(y, \operatorname{supp} \psi_{j}\right)<1$, and since $\phi \in \mathcal{S}$ we have $\left|\phi_{j}(x-y)\right| \leq C 2^{j n}\left(1+2^{j}|x-y|\right)^{-3 n}$, say. Hence

$$
\begin{aligned}
\int\left|A_{N}(x, y)\right| d x & \leq 3\|\phi\|_{1}+\int \sum_{*}\left|\psi_{j}(x) \phi_{j}(x-y)\right| d x \\
& \leq 3\|\phi\|_{1}+C \int \sum_{*}\left|\psi_{j}(x)\right| 2^{j n}\left(1+2^{j}|x-y|\right)^{-3 n} d x \\
& \leq 3\|\phi\|_{1}+C \sum_{*} 2^{-2 j n}\left\|\psi_{j}\right\|_{1} \\
& =3\|\phi\|_{1}+C \sum_{*} 2^{-j n}\|\psi\|_{1} \\
& \leq C
\end{aligned}
$$

as claimed.
(iii) and (iv). We rewrite the definition of $B_{N}$ as follows:

$$
\begin{align*}
B_{N}(\xi, \eta) & =\sum_{j=0}^{N} \hat{\psi}_{j}(\xi-\eta) \sum_{i>j} \psi_{i}(\eta) \\
& =\sum_{i=1}^{\infty} \psi_{i}(\eta) \sum_{j=0}^{\min (i-1, N)} \hat{\psi}_{j}(\xi-\eta) \\
& =\sum_{i=1}^{\infty} \psi_{i}(\eta) \phi_{i_{*}}(\xi-\eta) \tag{17}
\end{align*}
$$

where we have set $i_{*}=\min (i-1, N)$. Note the similarity between (17) and the definition of $A_{N}(\eta, \xi)$. We may therefore prove (iv) by repeating the proof of (i). For (iii), we further rewrite (17) as

$$
\begin{aligned}
B_{N}(\xi, \eta) & =\sum_{i=1}^{N} \psi_{i}(\eta) \phi_{i-1}(\xi-\eta)+\sum_{i>N} \psi_{i}(\eta) \phi_{N}(\xi-\eta) \\
& =\sum_{i=1}^{N} \psi_{i}(\eta) \phi_{i-1}(\xi-\eta)+\left(1-\widehat{\phi_{N}}(\eta)\right) \phi_{N}(\xi-\eta)
\end{aligned}
$$

We have $\int\left|\left(1-\widehat{\phi_{N}}(\eta)\right) \phi_{N}(\xi-\eta)\right| d \eta \leq \int\left|\phi_{N}(\xi-\eta)\right| d \eta=\left\|\phi_{N}\right\|_{1}=\|\phi\|_{1}$, and the estimate $\int\left|\sum_{i=1}^{N} \psi_{i}(\eta) \phi_{i-1}(\xi-\eta)\right| d \eta \leq C$ follows by repeating the proof of (ii). This proves (iii).
(v) and (vi). We will only prove (v), since (vi) once again follows by the same argument in view of (17).

Fix $x$ and let $j$ be such that $\psi_{j}(x) \neq 0$. We claim that

$$
\begin{equation*}
\int_{E}\left|\phi_{j}(x-y)\right| d y \leq C \epsilon \tag{18}
\end{equation*}
$$

If we can prove this we are done as in the proof of (i), since there are only three possible values for $j$ and the $\psi_{j}$ 's are uniformly bounded.

To prove the claim, we use the following simple geometric property of the discs $D(x, \rho(x))$ : if $t>\rho(x)$, then $D(x, t)$ can be covered by discs of the form $D\left(x_{k}, \rho\left(x_{k}\right)\right)$ in such a way that

$$
\sum_{k}\left|D\left(x_{k}, \rho\left(x_{k}\right)\right)\right| \leq C|D(x, t)|
$$

This is true since

$$
\begin{equation*}
|y-x| \leq \rho(x) \Rightarrow C^{-1} \rho(x) \leq \rho(y) \leq C \rho(x) \tag{19}
\end{equation*}
$$

See for example [29]. The argument is as follows. Property (19) is easily verified. Now choose a maximal set of points $\left\{x_{k}\right\} \subset D(x, t)$ such that $\left|x_{k}-x_{j}\right| \geq \min \left(\rho\left(x_{j}\right), \rho\left(x_{k}\right)\right)$ for all $j$ and $k$. By maximality, the discs $D\left(x_{k}, \rho\left(x_{k}\right)\right)$ cover $D(x, t)$. On the other hand, (19) implies that for a suitable constant $C_{0}$ the discs $D\left(x_{k}, C_{0}^{-1} \rho\left(x_{k}\right)\right)$ are disjoint and contained in $D\left(x, C_{0} t\right)$, and therefore $\sum_{k}\left|D\left(x_{k}, \rho\left(x_{k}\right)\right)\right| \lesssim \sum_{k}\left|D\left(x_{k}, C_{0}^{-1} \rho\left(x_{k}\right)\right)\right| \leq$ $\left|D\left(x, C_{0} t\right)\right| \lesssim|D(x, t)|$.

It follows that

$$
\begin{equation*}
|D(x, t) \cap E| \leq \sum_{k}\left|D\left(x_{k}, \rho\left(x_{k}\right)\right) \cap E\right| \leq \epsilon \sum_{k}\left|D\left(x_{k}, \rho\left(x_{k}\right)\right)\right| \leq C \epsilon|D(x, t)| \tag{20}
\end{equation*}
$$

for any $x$ and $t \geq \rho(x)$. Next, if $\psi_{j}(x) \neq 0$ then $2^{j}$ is comparable to $\rho(x)^{-1}$. Since $\phi \in \mathcal{S}$, we therefore have $\left|\phi_{j}(x-y)\right| \leq C \rho(x)^{-n}\left(1+\frac{|x-y|}{\rho(x)}\right)^{-2 n}$, so we may estimate the integral in (18) by

$$
\begin{aligned}
\int_{E}\left|\phi_{j}(x-y)\right| d y & \lesssim \sum_{k \geq 0} 2^{-2 n k} \rho(x)^{-n}\left|D\left(x, 2^{k} \rho(x)\right) \cap E\right| \\
& \lesssim \sum_{k \geq 0} 2^{-2 n k} \rho(x)^{-n} \epsilon\left(2^{k} \rho(x)\right)^{n} \\
& \lesssim \epsilon
\end{aligned}
$$

where we used (20).

Remark Theorem 2.1 is sharp in the sense that the rate function $\rho(x)$ cannot be replaced by one which decays more slowly at $\infty$. We give the counterexamples in the case $n=1$. Let $\phi$ be a fixed $C_{0}^{\infty}$ function and consider the functions

$$
\Phi_{N}(x) \stackrel{\text { def }}{=} \sum_{j=-N}^{N} \phi(N(x-j))
$$

Then

$$
\hat{\Phi}_{N}(\xi)=D_{N}(\xi) N^{-1} \hat{\phi}\left(\frac{\xi}{N}\right)
$$

where $D_{N}(\xi)=\frac{\sin \left(2 \pi\left(N+\frac{1}{2}\right) \xi\right)}{\sin (\pi \xi)}$ is the Dirichlet kernel. Let $E_{N}^{A}=\cup_{j=-A N}^{A N}\left(j-\frac{A}{N}, j+\frac{A}{N}\right)$ and let $F_{N}^{A}$ be the complement of $E_{N}^{A}$. Then it is not hard to see the following: for any $\eta>0$ there is $A<\infty$ such that for any large $N$, we have

$$
\left\|\Phi_{N}\right\|_{L^{2}\left(F_{N}^{A}\right)}+\left\|\widehat{\Phi_{N}}\right\|_{L^{2}\left(F_{N}^{A}\right)}<\eta\left\|\Phi_{N}\right\|_{2}
$$

Namely, $\Phi_{N}$ will vanish on $F_{N}^{A}$ due to the support property of $\phi$, and $\left|\widehat{\Phi_{N}}\right|^{2}$ will have most of its mass on $E_{N}^{A}$ since $\left|D_{N}\right|^{2}$ is concentrated near integers and $\hat{\phi}\left(\frac{\xi}{N}\right)$ dies out rapidly when $|\xi|$ is large compared with $N$.

On the other hand, if $\rho$ is positive and continuous and $|x| \rho(x) \rightarrow \infty$ as $|x| \rightarrow \infty$, then for any $\epsilon$ and $A$, we will have $\left|D(x, \rho(x)) \cap E_{N}^{A}\right|<\epsilon|D(x, \rho(x))|$ for all $x$ provided $N$ is sufficiently large. This shows that the rate function in Theorem 2.1 is the optimal one, as claimed.

However, we do not know whether Theorem 2.1 remains true if "There are $\epsilon>0$ and $C<\infty \ldots$. ." is replaced by "For all $\epsilon<1$ there is $C<\infty \ldots$..

Proof of Theorem 2.3 Basically, Theorem 2.3 follows by combining Theorem 2.1 and Lemma 1.1.

Any nondegenerate quadratic form $Q$ has the following property: $Q$ maps each disc $D(x, \rho(x))$ onto an interval $I_{x}$ with $\left|I_{x}\right| \in\left[C^{-1}, C\right]$. Furthermore, if $E \subset I_{x}$ then

$$
\frac{\left|Q^{-1} E \cap D(x, \rho(x))\right|}{|D(x, \rho(x))|} \leq C|E|^{1 / 2}
$$

This holds essentially because when $|x|$ is large, $|\nabla Q(x)|$ is comparable to $\rho(x)^{-1}$. We leave details to the reader.

We conclude by Lemma 1.1 that for any given $\epsilon$ if $\delta=C^{-1} \gamma \lambda^{2} \epsilon^{2}$ then the sets

$$
\begin{aligned}
& \left\{x \in \mathbb{R}^{n}:\left|\hat{\mu}\left(Q_{1}(x)\right)\right|>1-\delta\right\} \\
& \left\{\xi \in \mathbb{R}^{n}:\left|\hat{\nu}\left(Q_{2}(\xi)\right)\right|>1-\delta\right\}
\end{aligned}
$$

are $\sqrt{\epsilon}$-thin. Here $C$ depends on $Q_{1}$ and $Q_{2}$ only. Consequently by Theorem 2.1, we can choose $\beta>0$ and $\eta>0$ depending on $Q_{1}$ and $Q_{2}$ so that, with $\delta=\beta \gamma \lambda^{2}$ and

$$
E=\{x:|G(x)|>1-\delta\}
$$

$$
F=\{\xi:|H(\xi)|>1-\delta\}
$$

every function $f$ must satisfy either

$$
\|f\|_{L^{2}\left(E^{c}\right)} \geq \eta\|f\|_{2}
$$

or

$$
\|\hat{f}\|_{L^{2}\left(F^{c}\right)} \geq \eta\|f\|_{2}
$$

To finish the proof of the lemma, fix $f$ and consider two cases:
(i) $\|f\|_{L^{2}\left(E^{c}\right)} \geq \eta\|f\|_{2}$.
(ii) $\|f\|_{L^{2}\left(E^{c}\right)}<\eta\|f\|_{2}$.

In case (i) we have

$$
\begin{aligned}
\|G f\|_{2}^{2} & =\|G f\|_{L^{2}\left(E^{c}\right)}^{2}+\|G f\|_{L^{2}(E)}^{2} \\
& \leq(1-\delta)^{2}\|f\|_{L^{2}\left(E^{c}\right)}^{2}+\|f\|_{L^{2}(E)}^{2} \\
& \leq\left((1-\delta)^{2} \eta^{2}+1-\eta^{2}\right)\|f\|_{2}^{2} \\
& =\|f\|_{2}^{2}-\left(2 \delta-\delta^{2}\right) \eta^{2}\|f\|_{2}^{2}
\end{aligned}
$$

so that $\|H \widehat{G f}\|_{2}^{2} \leq\|G f\|_{2}^{2} \leq(1-\alpha)\|f\|_{2}^{2}$ with $\alpha=\left(2 \delta-\delta^{2}\right) \eta^{2}$.
In case (ii) we have also

$$
\|G f\|_{L^{2}\left(E^{c}\right)}<\eta\|G f\|_{2}
$$

since $\sup _{E^{c}}|G| \leq \inf _{E}|G|$. Therefore

$$
\|\widehat{G f}\|_{L^{2}\left(F^{c}\right)} \geq \eta\|\widehat{G f}\|_{2}
$$

Then the argument for case (i) shows that

$$
\|H \widehat{G f}\|_{2}^{2} \leq(1-\alpha)\|\widehat{G f}\|_{2}^{2}
$$

with $\alpha$ as above. So $\|H \widehat{G f}\|_{2}^{2} \leq(1-\alpha)\|f\|_{2}^{2}$ and the proof is complete, since $\alpha \approx \gamma \lambda^{2}$.
Remarks 1. We will need a slight variant on Theorem 2.3 where the definition of $T_{G}$ is modified as follows

$$
T_{G} f(x) \stackrel{\text { def }}{=} \widehat{G f}(U x)
$$

with $U$ being a fixed orthogonal map of $\mathbb{R}^{n}$. This version can be obtained by applying Theorem 2.3 as stated with $f$ and $Q_{j}$ replaced by $f \circ U$ and $Q_{j} \circ U$.
2. A generalization of Theorem 2.3 is possible where one of the two measures $\mu$ or $\nu$ is allowed to be a unit point mass at a point $a \in \mathbb{R}$ provided $a \neq 0$. Namely, if we assume that $\mu$ is not a unit point mass and that $\nu$ is not a unit point mass at the origin, then $\left\|T_{\hat{\mu} \circ Q_{1}} T_{\hat{\nu} \circ Q_{2}} T_{\hat{\mu} \circ Q_{1}}\right\|_{L^{2} \rightarrow L^{2}}<1$. We sketch the proof. Assume that $\nu$ is a unit point mass at
a point $a \neq 0$ - this is no loss of generality by Theorem 2.3. Then $\hat{\nu} \circ Q_{2}$ is an imaginary Gaussian, which implies that the operator $f \rightarrow \widehat{T_{\hat{\nu} \circ Q_{2}} \hat{f}}$ may be rewritten in the following way:

$$
\left.\widehat{T_{\hat{\nu} \circ Q_{2}} \hat{f}}=c\left(\Gamma_{2}\right) \widehat{\left(\left(\Gamma_{1} f\right)\right.} \circ L\right)
$$

where $\Gamma_{1}$ and $\Gamma_{2}$ are imaginary Gaussians, $L$ is a linear change of variable and $c$ is a constant with $|c|=|\operatorname{det} L|^{\frac{1}{2}}$. Let $\tilde{L}=\left(L^{-1}\right)^{t}$. We will also let $\mathcal{F} f=\hat{f}$ and will use a lot of parentheses in order to clarify the order of operations, e.g. in the preceding formula $\left.c\left(\Gamma_{2}\right) \widehat{\left(\overline{\left(\Gamma_{1} f\right)}\right.} \circ L\right)$ means $c$ times $\Gamma_{2}$ times the composition of $\widehat{\left(\Gamma_{1} f\right)}$ with $L$. Then

$$
\begin{aligned}
T_{\hat{\mu} \circ Q_{1}} T_{\hat{\nu} \circ Q_{2}} T_{\hat{\mu} \circ Q_{1}} f & =c \mathcal{F}\left(\left(\hat{\mu} \circ Q_{1}\right)\left(\Gamma_{2}\right)\left(\mathcal{F}\left(\Gamma_{1}\left(\hat{\mu} \circ Q_{1}\right) f\right) \circ L\right)\right) \\
& =\bar{c}^{-1} \mathcal{F}\left(\left(\hat{\mu} \circ Q_{1}\right)\left(\Gamma_{2}\right)\left(\mathcal{F}\left(\left(\Gamma_{1} \circ \tilde{L}\right)\left(\hat{\mu} \circ Q_{1} \circ \tilde{L}\right)(f \circ \tilde{L})\right)\right)\right. \\
& =\bar{c}^{-1} T_{G} T_{H}(f \circ \tilde{L})
\end{aligned}
$$

where $G=\left(\Gamma_{2}\right)\left(\hat{\mu} \circ Q_{1}\right)$ and $H=\left(\Gamma_{1} \circ \tilde{L}\right)\left(\hat{\mu} \circ Q_{1} \circ \tilde{L}\right)$. We now apply Theorem 2.3 with both measures equal to $\mu$ and with $Q_{2}=Q_{1} \circ \tilde{L}$. It follows that for an appropriate constant $\rho<1$,

$$
\left\|T_{\hat{\mu} \circ Q_{1}} T_{\hat{\nu} \circ Q_{2}} T_{\hat{\mu} \circ Q_{1}} f\right\| \leq \rho|c|^{-1}\|f \circ \tilde{L}\|=\rho\|f\|
$$

as claimed.

## 3. Consequences of the supersymmetric formalism

We will first summarize some things to be found for example in [2], with some slight modifications since we are using a different normalization of the Fourier transform and also want to work directly with two dimensional Euclidean Fourier transforms instead of using Hankel transforms as is done there. We refer to [2], [17] for further details.

If $f$ is a (nice enough) function on the half line $\mathbb{R}^{+}$then let us define

$$
D f=-\frac{1}{\pi} f^{\prime}
$$

We may consider $f\left(|x|^{2}\right)$, a radial function on $\mathbb{R}^{2}$. Its two dimensional (Euclidean) Fourier transform is another radial function, hence of the form $g\left(|\xi|^{2}\right)$. We denote $g$ by $T f$. Furthermore, we denote the operator $T D$ (i.e. $D$ followed by $T$ ) by $S$. Then we have the following fact. (cf. [16] for example)

Lemma 3.1 $D S=T$.
Now consider an interval $\Lambda=\{-l, \ldots, l\} \subset \mathbb{Z}$ and a Schrodinger operator on $\Lambda$, i.e. an operator $H=\Delta+V$ where $\Delta u(n)=\frac{1}{2}(u(n+1)+u(n-1))$ and $V$ is multiplication by a function $V(n)$, with Dirichlet boundary conditions. If $\operatorname{im}(z)>0$, and $m, n \in \Lambda$, then we
let $G_{\Lambda}(m, n, z)$ be the Green's function, i.e., the matrix $G_{\Lambda}(m, n, z)_{\substack{m \in \Lambda \\ n \in \Lambda}}$ which is inverse to $H-z \cdot$ identity. The basic formula (cf. [2]) is as follows.

Let $\beta_{j}(r)=e^{-2 \pi i\left(V_{j}-z\right) r}$ and also let $\beta_{j}$ be the operator on functions defined by multiplication by the function $\beta_{j}$. Then, when $m \leq n($ and $\operatorname{im} z>0), G_{\Lambda}(m, n, z)$ is equal to

$$
\begin{equation*}
\left.2 i^{m-n+1} \int\left(\left(\Pi_{j=-l}^{m-1} S \beta_{j}\right) 1\right)\left(|x|^{2}\right)\right)\left(\left(\Pi_{j=0}^{n-m-1} T \beta_{n-j}\right)\left(\Pi_{j=0}^{l-n-1} S \beta_{l-j}\right) 1\right)\left(|x|^{2}\right) \beta_{m}\left(|x|^{2}\right) d x \tag{21}
\end{equation*}
$$

Here, if $O_{j}$ are (noncommuting) operators, then we use $\Pi_{j=1}^{n} O_{j}$ to denote the operator $O_{n} O_{n-1} \ldots O_{1}$, etc. Thus for example the expression $\left(\left(\Pi_{j=-l}^{m-1} S \beta_{j}\right) 1\right)\left(|x|^{2}\right)$ means start with the constant function 1 , apply the operator $\beta_{-l}$, then $S$, then $\beta_{-l+1}$ and so forth and evaluate the resulting expression at $|x|^{2}$. In the case of the Anderson model with single site distribution $\nu$, taking expectations in the above formula for $G(0,0, z)$ leads [2] to

$$
\begin{equation*}
\mathcal{E}(G(0,0, z))=2 i \int_{\mathbb{R}^{2}}\left((S \Gamma)^{l} 1\left(|x|^{2}\right)\right)^{2} \Gamma\left(|x|^{2}\right) d x \tag{22}
\end{equation*}
$$

where we have let $\Gamma(r)=\hat{\nu}(r) e^{2 \pi i z r}$ and have also used $\Gamma$ to denote the operator of multiplication by $\Gamma$. An analogous formula for the expectation of $|G(m, n, z)|^{2}$ may be obtained in the same way, cf. [17] and (34) below.

Consider functions on $\mathbb{R}^{+}$of the form

$$
\begin{equation*}
y_{\zeta}(r)=e^{2 \pi i \zeta r}, \text { where } \operatorname{im} \zeta>0 \tag{23}
\end{equation*}
$$

It is easy to check that

$$
\begin{equation*}
S y_{\zeta}=y_{\frac{-1}{4 \zeta}} \tag{24}
\end{equation*}
$$

In particular, the class of such functions is closed under $S$. Note that it is also closed under forming products. An important consequence is that $(S \Gamma)^{n} 1$ in (22), and other similar expressions to be considered below, have $L^{\infty}$ norm $\leq 1$, since they are averages of functions of the form $y_{\zeta}$ with respect to a probability distribution.

Now let $g_{l}(z)=\mathcal{E}(G(0,0, z))$, where $G$ is the Green's function for the Anderson model on $\{-l, \ldots, l\}$ with single site distribution $\nu$. We assume that

$$
\begin{equation*}
\int|x| d \nu(x)<\infty \tag{25}
\end{equation*}
$$

We denote $z=E+i \eta, E, \eta \in \mathbb{R}$ and will always assume that $\eta>0$. We will prove the following:

Proposition 3.3 For any $\epsilon_{0}>0$ there are $\epsilon_{1}>0$ and $C<\infty$, depending on $\nu, \epsilon_{0}$ and a bound for $|E|$, so that if $\eta \leq \frac{1}{2}$ and $l>\epsilon_{0} \log \frac{1}{\eta}$ then $\left|g_{l}(z)\right| \leq C \eta^{-\left(1-\epsilon_{1}\right)}$.

An immediate corollary is Holder continuity of the integrated density of states for the Anderson model on $\mathbb{Z}$ with single site distribution satisfying (25). Namely, by letting $l \rightarrow \infty$ in Proposition 3.3 we obtain the bound

$$
|g(z)| \leq C \eta^{-\left(1-\epsilon_{1}\right)}
$$

for all $z=E+i \eta$ with $0<\eta<\frac{1}{2}$. Since $g(z)$ is the $\bar{z}$-derivative of the harmonic extension of the integrated density of states, this bound is equivalent to Holder continuity (cf. [27], ch. 5). One can also obtain an estimate of the finite volume density of states directly from Proposition 3.3 using that the expected number of states in the interval $(E-\eta, E+\eta)$ is $\leq C l \eta \operatorname{img}_{l}(E+i \eta)$.

Remarks The assumption on $l$ in Proposition 3.3 is easily seen to be best possible. This argument is in [26]. Namely, if $\nu$ is Bernoulli, then there are only $2^{2 l+1}$ possible choices for $H$ on $\{-l, \ldots, l\}$, hence (being generous) at most $(2 l+1) 2^{2 l+1}$ possible eigenvalues. So $g_{l}$ is the Borel transform of a measure with $\leq(2 l+1) 2^{2 l+1}$ mass points and then it follows that $\sup _{E} \operatorname{im}_{l}(E+i \eta) \gtrsim\left((2 l+1) 2^{2 l+1} \eta\right)^{-1}$, which is large compared with $\eta^{-(1-\epsilon)}$ for fixed $\epsilon$ if $l$ is small compared with $\log \frac{1}{\eta}$.

LePage's theorem is adapted to finite volume in [4], Theorem 4.1, where a result closely related to Proposition 3.3 is proved. However, it may be of interest that one can argue directly in finite volume.

We note also that the proof of Proposition 3.3 does not really use stationarity. With minor changes (mainly in the form of (22)) it works for independent, non-identically distributed $V_{j}$ 's provided (say) that one assumes a uniform bound in (26) and uniform lower bound on the disorder, i.e. on $\lambda$ and $\gamma$ in (4).

We now prove Proposition 3.3. This argument is related to the proof of Lipschitz continuity of the integrated density of states given in [2], except that by using Theorem 2.3 we can make the relevant estimates without assuming decay of $\hat{\nu}$.

Following [2] we work from formula (22) and define Hilbert spaces $H_{0}$ and $H_{1}$ on the half line as follows

$$
\begin{gathered}
\|f\|_{H^{0}}^{2}=\int_{\mathbb{R}^{2}}\left(\frac{\left|f\left(|x|^{2}\right)\right|}{|x|}\right)^{2} d x \\
\|f\|_{H^{1}}^{2}=\int_{\mathbb{R}^{2}}\left|f\left(|x|^{2}\right)\right|^{2}+\left|D f\left(|x|^{2}\right)\right|^{2} d x
\end{gathered}
$$

Furthermore we define an operator $R$ as follows: given a (nice) function $f$ on the half line, consider the function on $\mathbb{R}^{2}$,

$$
f\left(|x|^{2}\right) \frac{x}{|x|^{2}}
$$

Its Fourier transform is again of the form

$$
g\left(|x|^{2}\right) \frac{x}{|x|^{2}}
$$

and we define $R f=i g$. The following lemma is from [2].
Lemma 3.4 $S f=f(0)+R f$. In particular, if $f$ vanishes at 0 then so does $S f$, and $R f$ and $S f$ coincide.

Iterating the lemma, it follows that $(S \Gamma)^{l} 1=\sum_{j=0}^{l}(R \Gamma)^{j} 1$. Furthermore, by the Plancherel theorem, $R$ is an isometry on $H^{0}$ and (using Lemma 3.1) $S$ is an isometry on $H^{1}$. By Theorem 2.3 applied to the functions $\frac{x}{|x|^{2}} f\left(|x|^{2}\right)$ with the quadratic form $Q(x)=|x|^{2}$, we also have

$$
\begin{equation*}
\left\|(R \Gamma)^{j} f\right\|_{H^{0}} \leq \rho^{j}\|f\|_{H^{0}} \tag{26}
\end{equation*}
$$

for $j \geq 2$, where $\rho<1$ depends on $\nu$ only. Furthermore, since (25) implies that $\hat{\nu}^{\prime}$ is bounded, it is easily checked that

$$
\begin{equation*}
\|S \Gamma f\|_{H^{1}} \leq A\|f\|_{H^{1}} \tag{27}
\end{equation*}
$$

where $A$ depends on a bound for $|E|$.
In order to exploit (26) and (27), we let $\phi$ be a $C_{0}^{\infty}$ function which is equal to 1 in a neighborhood of the origin. We define $\phi_{t}(x)=\phi\left(t^{-1} x\right)$. We also fix an index $k \geq 2$ and may then express $(S \Gamma)^{l} 1$ for $l>k$ in the following form:

$$
\begin{equation*}
(S \Gamma)^{l} 1=\sum_{j=k}^{l}(R \Gamma)^{j} 1+(S \Gamma)^{k} \phi+(R \Gamma)^{k}(1-\phi) \tag{28}
\end{equation*}
$$

In view of (27), the second term satisfies the following estimate:

$$
\begin{equation*}
\left\|(S \Gamma)^{k} \phi\right\|_{H^{1}} \leq C A^{k} \tag{29}
\end{equation*}
$$

For the remaining estimates we use the fact that

$$
\begin{equation*}
\left|\Gamma\left(r^{2}\right)\right| \leq e^{-2 \pi \eta r^{2}} \tag{30}
\end{equation*}
$$

and therefore also

$$
\begin{equation*}
\left\|\left(1-\phi_{t}\right) \Gamma\right\|_{H^{0}} \leq C\left(\log \frac{1}{\eta}\right)^{\frac{1}{2}} \tag{31}
\end{equation*}
$$

provided $t \geq \eta$, say. Taking $t=1$ and using (26), we get the following bound for the third term in (28):

$$
\begin{equation*}
\left\|(R \Gamma)^{k}(1-\phi)\right\|_{H^{0}} \leq \rho^{k}\left(\log \frac{1}{\eta}\right)^{\frac{1}{2}} \tag{32}
\end{equation*}
$$

Next, we have the following lemma:
Lemma 3.5 $\left\|(R \Gamma)^{2} 1\right\|_{H^{0}} \leq C\left(\log \frac{1}{\eta}\right)^{\frac{1}{2}}$

Proof We have $\left\|(R \Gamma)^{2}\left(1-\phi_{\eta}\right) \Gamma\right\|_{H^{0}} \leq\left\|1-\phi_{\eta}\right\|_{H^{0}} \leq C\left(\log \frac{1}{\eta}\right)^{\frac{1}{2}}$. On the other hand, define $g: \mathbb{R}^{2} \rightarrow \mathbb{R}$ via $g(x)=\frac{x}{|x|^{2}}\left(\phi_{\eta} \Gamma\right)\left(|x|^{2}\right)$. Then $\|g\|_{L^{1}\left(\mathbb{R}^{2}\right)} \leq C \eta^{\frac{1}{2}}$. Consequently, $\|\hat{g}\|_{\infty} \leq C \eta^{\frac{1}{2}}$ or equivalently

$$
\left|\left(R \Gamma \phi_{\eta}\right)\left(r^{2}\right)\right| \leq C \eta^{\frac{1}{2}} r
$$

It follows by (30) that

$$
\left|\left(\Gamma R \Gamma \phi_{\eta}\right)\left(r^{2}\right)\right| \leq C \eta^{\frac{1}{2}} r e^{-2 \pi \eta r^{2}}
$$

and therefore that

$$
\left\|\Gamma R \Gamma \phi_{\eta}\right\|_{H^{0}} \leq C\left(\int_{0}^{\infty} \eta e^{-4 \pi \eta r^{2}} r d r\right)^{\frac{1}{2}}
$$

which is bounded independently of $\eta$. The lemma follows, since $R$ is an isometry.
We conclude that the summands in the first term of (28) satisfy

$$
\begin{equation*}
\left\|(R \Gamma)^{j} 1\right\|_{H^{0}} \leq C \rho^{j}\left(\log \frac{1}{\eta}\right)^{\frac{1}{2}} \tag{33}
\end{equation*}
$$

Combining (28),(29),(32),(33) we conclude that for any $k \geq 2$ and $l>k,(S \Gamma)^{l} 1=f+g$ with

$$
\begin{gathered}
\|f\|_{H^{1}} \leq C A^{k} \\
\|g\|_{H^{0}} \leq C \rho^{k}\left(\log \frac{1}{\eta}\right)^{\frac{1}{2}}
\end{gathered}
$$

We now set $k$ equal to $\epsilon_{0} \log \frac{1}{\eta}$ with $\epsilon_{0}$ a small positive constant. Then $(S \Gamma)^{l} 1=f+g$, where $\|f\|_{H^{1}}^{2} \leq C \eta^{-\frac{1}{2}}$ and $\|g\|_{H^{0}}^{2} \leq C \eta^{\epsilon_{1}}$. From (22) and (30), we have

$$
\begin{aligned}
\left|g_{l}(z)\right| & \leq C\left(\|f\|_{H^{1}}^{2}+\|g\|_{H^{0}}^{2} \sup _{r}\left(r^{2} e^{-2 \pi \eta r^{2}}\right)\right) \\
& \leq C \eta^{\epsilon_{1}-1}
\end{aligned}
$$

completing the proof of Proposition 3.3.
Further remarks 1. Theorem 2.3 can also be used to refine the main estimate in [17] and extend it to Bernoulli distributions. Given Theorem 2.3, this argument is identical to the corresponding argument in [17], so we will omit details. If we start from formula (21), multiply it by its complex conjugate and take expectations, then we obtain the following, where $G_{l}(m, n, z)$ is the Green's function on $-l, \ldots, l$ (cf. [17]):

$$
\begin{equation*}
\mathbb{E}\left(\left|G_{l}(m, n, z)\right|^{2}\right)=4 \int_{\mathbb{R}^{2} \times \mathbb{R}^{2}}\left((T \Gamma)^{m-n} \Phi_{n}\right)(x, y) \Phi_{m}(x, y) \Gamma(x, y) d x d y \tag{34}
\end{equation*}
$$

Here $T$ is the $\mathbb{R}^{2} \times \mathbb{R}^{2}$ Fourier transform defined via

$$
T f(\xi, \eta)=\int_{\mathbb{R}^{2} \times \mathbb{R}^{2}} e^{-2 \pi i(\xi \cdot x-\eta \cdot y)} d x d y
$$

$$
\Gamma(x, y)=\hat{\nu}\left(|x|^{2}-|y|^{2}\right) e^{2 \pi i E\left(|x|^{2}-|y|^{2}\right)} e^{-2 \pi \eta\left(|x|^{2}+|y|^{2}\right)}
$$

and we also use $\Gamma$ to denote multiplication by the function $\Gamma$. Also $\Phi_{m}$ and $\Phi_{n}$ are functions with $L^{\infty}$ norm $\leq 1$ (see the discussion in the paragraph before (25)), and therefore also $\left\|T \Gamma \Phi_{n}\right\|_{L^{2}\left(\mathbb{R}^{2} \times \mathbb{R}^{2}\right)} \leq\left\|e^{-2 \pi \eta\left(|x|^{2}+|y|^{2}\right)} \Phi_{n}\right\|_{L^{2}\left(\mathbb{R}^{2} \times \mathbb{R}^{2}\right)} \leq C \eta^{-1}$ and similarly $\left\|\Gamma \Phi_{m}\right\|_{L^{2}\left(\mathbb{R}^{2} \times \mathbb{R}^{2}\right)} \leq C \eta^{-1}$. Theorem 2.3 with the quadratic form $Q(x, y)=|x|^{2}-|y|^{2}$ implies the estimate $\left\|(T \Gamma)^{2}\right\|_{L^{2} \rightarrow L^{2}} \leq \rho$, where $\rho<1$ depends on $\nu$ only. ${ }^{2}$ Applying this estimate $\approx|m-n|$ times to the function $T \Gamma \Phi_{n}(x, y)$, we readily obtain
$\underline{\text { Proposition 3.6 If } \nu \text { satisfies (3) then there is an estimate }}$

$$
\mathbb{E}\left(|G(m, n, z)|^{2}\right) \leq C e^{-C^{-1} \lambda^{2} l} \eta^{-2}
$$

for the Green's function on $\{-l, \ldots, l\}$, uniformly in $l$ and $m, n \in\{-l, \ldots, l\}$ with $|m| \leq \frac{l}{4}$ and $|n| \geq \frac{l}{2}$ and $z=E+i \eta$ with $0<\eta \leq 1$. Here $C$ is a positive constant depending on $\gamma$ only.

The usual "multiscale" arguments lead from this and Proposition 3.3 to a proof of localization, see the end of [17] and [8], Theorem 2.3.
2. More generally, the considerations in remark 1 can be applied on any tree with subexponential growth. One can show for example that the spectrum of the Anderson model is pure point provided the single site distribution is absolutely continuous with bounded density, since the analogue of Proposition 3.6 can be proved as before using a suitable generalization of (21) (essentially derived in [16]), and localization then follows using the Wegner estimate and the theory of rank one perturbations. We omit the proofs. Molchanov has previously obtained some results of this nature.

## 4. Inversion operators

If $x \in \mathbb{R}^{n}$ then in the introduction we defined

$$
x^{*}=\frac{x}{|x|^{2}}
$$

and we defined a unitary operator $\mathcal{I}: L^{2}\left(\mathbb{R}^{n}\right) \rightarrow L^{2}\left(\mathbb{R}^{n}\right)$ via $\mathcal{I} f(x)=|x|^{-n} f\left(x^{*}\right)$.
Let $O(n)$ be the orthogonal group. If $V \in O(n)$ then we let $\mathcal{I}_{V} f=\mathcal{I}\left(f \circ V^{-1}\right)$. We note that $\mathcal{I}_{V}$ is unitary and interchanges functions supported on the unit disc and its complement.

Theorem 4.1 Assume that $\mu_{1}$ and $\mu_{2}$ are probability measures on $\mathbb{R}^{n}$ satisfying (4). Define $T_{\mu}: L^{2} \rightarrow L^{2}$ via $T_{\mu} f=\mu * \mathcal{I}_{V} f$. Then $\left\|T_{\mu_{1}} T_{\mu_{2}}\right\|_{L^{2} \rightarrow L^{2}} \leq 1-C^{-1} \lambda^{2}$ where $C$ depends on $\gamma$ and $n$.

[^1]The proof is quite simple. In particular, it is based on a standard version of the uncertainty principle, namely the $s=0$ case of the following lemma. Let $L_{w}^{2}$ be the weighted $L^{2}$ space with weight $w$, i.e. $\|f\|_{L_{w}^{2}(E)}^{2}=\int_{E}|f(x)|^{2} w(x) d x$, and $L_{w}^{2} \stackrel{\text { def }}{=} L_{w}^{2}\left(\mathbb{R}^{n}\right)$. Also let $[\alpha]$ be the greatest integer $\leq \alpha$ and $\{\alpha\}=\alpha-[\alpha]$.

Lemma 4.2 Assume

$$
\begin{equation*}
\sup _{a \in \mathbb{R}^{n}}|E \cap D(a, 1)|<\epsilon \tag{35}
\end{equation*}
$$

Fix $s \in \mathbb{R}^{+} \cup\{0\}$. Then for a certain $\kappa=\kappa_{s}>0$ and $C_{s}<\infty, \operatorname{supp} \hat{f} \subset D(0,1)$ implies

$$
\begin{equation*}
\|f\|_{L_{|x|-s}^{2}(E)} \leq C_{s} \epsilon^{\kappa}\|f\|_{L_{|x|^{-s}}^{2}} \tag{36}
\end{equation*}
$$

If $s<n$ then we can take $\kappa_{s}=\frac{1}{2}\left(1-\frac{s}{n}\right)$, and the constant $C_{s}$ may also be taken uniform over $s \in[0, a]$ for any fixed $a<n$. If $s \geq n$ we can take $\kappa_{s}=\frac{1}{n}\left(1-\left\{\frac{s-n}{2}\right\}\right)$.

Proof Fix a Schwarz function $\phi$ with $\hat{\phi}=1$ on $D(0,1)$. Then $f=\phi * f$. Consider convolution with $\phi$ as an operator from $L_{(1+|x|)^{-s}}^{2}$ to $L_{(1+|x|)^{-s}}^{2}(E)$. By Schur's test its operator norm is bounded by $\sqrt{A_{1} A_{2}}$ where $A_{1}=\sup _{x \in E} \int|\phi(x-y)| \frac{(1+|x|)^{\frac{s}{2}}}{(1+|y|)^{\frac{3}{2}}} d y$ and $A_{2}=$ $\sup _{y \in \mathbb{R}^{n}} \int_{E}|\phi(x-y)| \frac{(1+|x|)^{\frac{s}{2}}}{(1+|y|)^{\frac{5}{2}}} d x$. Using the rapid decay of $\phi$ it is not hard to show that $A_{1} \lesssim 1$ and $A_{2} \lesssim \epsilon$. We conclude that (36) holds with $\kappa=\frac{1}{2}$ if $s=0$, and also for any $s$ provided the weight $|x|^{-s}$ is replaced by $(1+|x|)^{-s}$. Hence

$$
\|f\|_{L_{|x|^{-s}}^{2}\left(E \cap D(0,1)^{c}\right)} \lesssim \sqrt{\epsilon}\|f\|_{L_{|x|^{-s}}^{2}}
$$

On the other hand, if $\operatorname{supp} \hat{f} \subset D(0,1)$ and $\|f\|_{L_{|x|^{-s}}^{2}}=1$ (say) then $f$ must vanish to order $k$ at 0 , where $k=\left[\frac{s-n}{2}\right]+1$ if $s \geq n$ and $k=0$ if $s<n$. Furthermore, when $|x| \leq 1$ the $k$ th derivatives of $f$ are bounded by constants, since

$$
\begin{aligned}
D^{\alpha} f(x) & =\int f(y) D^{\alpha} \phi(x-y) d y \\
& =\int|y|^{-\frac{s}{2}} f(y)|y|^{\frac{s}{2}} D^{\alpha} \phi(x-y) d y \\
& \leq\|f\|_{L_{|x|-s}^{2}}\left\|(1+|y|)^{\frac{s}{2}} D^{\alpha} \phi\right\|_{2}
\end{aligned}
$$

Accordingly $|x| \leq 1$ implies $|f(x)| \lesssim|x|^{k}$, and then $\int_{E \cap D(0,1)}|x|^{-s}|f|^{2} \lesssim \int_{E \cap D(0,1)}|x|^{2 k-s} \lesssim$ $\epsilon^{\frac{2 k-s+n}{n}}$, and one can check that $\kappa_{s}$ in the statement of the lemma is equal to $\frac{1}{2}\left(\frac{2 k-s+n}{n}\right)$.

The next two lemmas are from elementary functional analysis; we include proofs for the reader's convenience. (Lemmas like 4.4 are often used in related contexts - see [6],[23])

Lemma 4.3 Let $X, \mu$ be a measure space, $H$ a closed subspace of $L^{2}(X, \mu), P_{H}$ the orthogonal projection on $H$ and $U$ a unitary operator on $L^{2}$. Assume that for a certain $A \geq 1$

$$
\begin{equation*}
\|f\|^{2} \leq A^{2}\left(\left\|P_{H} f\right\|^{2}+\left\|P_{H} U f\right\|^{2}\right) \tag{37}
\end{equation*}
$$

for all $f \in L^{2}$. Let $G_{1}, G_{2}$ be functions on $X$ with $\left\|G_{j}\right\|_{\infty} \leq 1$, and define $T: L^{2} \rightarrow L^{2}$ via $T f=G_{2} U\left(G_{1} f\right)$. Fix $\rho>0$ and let $E_{j}=\left\{x \in X:\left|G_{j}(x)\right| \geq 1-\rho\right\}$. Assume the following condition: if $h \in H$, then $\|h\|_{L^{2}\left(E_{j}\right)} \leq \frac{1}{4 A}\|h\|_{2}, j=1,2$.

Then $\|T\|_{L^{2} \rightarrow L^{2}} \leq 1-C^{-1} \rho$, where $C$ depends on $A$ only.
Proof Let $\alpha=\frac{1}{4 A}$. we note for future reference that $2 \sqrt{2} A \alpha=\frac{\sqrt{2}}{2}$ and $1-\left(2 A^{2}+2\right) \alpha^{2} \geq$ $\frac{3}{4}>\frac{\sqrt{2}}{2}$. Now fix a function $f$. If

$$
\begin{equation*}
\|f\|_{L^{2}\left(E_{1}^{c}\right)} \geq \alpha\|f\|_{2} \tag{38}
\end{equation*}
$$

then $\left\|G_{1} f\right\|_{2}^{2} \leq\left(1-\alpha^{2} \rho\right)\|f\|_{2}^{2}$, as in the proof of Theorem 2.3. Consequently it suffices to show that either $f$ satisfies (38) or $\tilde{f} \stackrel{\text { def }}{=} U\left(G_{1} f\right)$ satisfies

$$
\begin{equation*}
\|\tilde{f}\|_{L^{2}\left(E_{2}^{c}\right)} \geq \alpha\|\tilde{f}\|_{2} \tag{39}
\end{equation*}
$$

We first prove the following:
Claim Assume that $g$ and $h$ are orthogonal in $L^{2}$ and $\|g+h\|_{L^{2}\left(E^{c}\right)} \leq \alpha\|g+h\|_{2}$, $\|h\|_{L^{2}(E)} \leq \alpha\|h\|_{2}$. Then (unless $g=h=0$ ) $\|g\|_{2}^{2}>2 A^{2}\|h\|_{2}^{2}$.

Proof Assume the opposite. Then $h \neq 0$ and

$$
\begin{aligned}
2<g, h>_{L^{2}\left(E^{c}\right)} & \leq\|g+h\|_{L^{2}\left(E^{c}\right)}^{2}-\|h\|_{L^{2}\left(E^{c}\right)}^{2} \\
& \leq \alpha^{2}\|g+h\|_{2}^{2}-\left(1-\alpha^{2}\right)\|h\|_{2}^{2} \\
& =\alpha^{2}\|g\|_{2}^{2}-\left(1-2 \alpha^{2}\right)\|h\|_{2}^{2} \\
& \leq-\left(1-\left(2 A^{2}+2\right) \alpha^{2}\right)\|h\|_{2}^{2}
\end{aligned}
$$

whence

$$
2<g, h>_{L^{2}(E)} \geq\left(1-\left(2 A^{2}+2\right) \alpha^{2}\right)\|h\|_{2}^{2}
$$

and then by the Schwartz inequality

$$
\|h\|_{2}^{2} \leq \frac{2}{1-\left(2 A^{2}+2\right) \alpha^{2}}\|g\|_{L^{2}}\|h\|_{L^{2}(E)} \leq \frac{2 \sqrt{2} A \alpha}{1-\left(2 A^{2}+2\right) \alpha^{2}}\|h\|_{2}^{2}<\|h\|_{2}^{2}
$$

which is a contradiction.
Suppose now that $f$ does not satisfy (38). Then, as in the proof of Theorem 2.3, $G_{1} f$ also does not satisfy (38). Accordingly, the claim with $g=P_{H^{\perp}}\left(G_{1} f\right), h=P_{H}\left(G_{1} f\right)$
implies that $\left\|P_{H} G_{1} f\right\|^{2}<\frac{1}{2 A^{2}}\left\|G_{1} f\right\|^{2}$. Likewise, if $\tilde{f}$ does not satisfy (39), then the claim implies $\left\|P_{H} \tilde{f}\right\|^{2}<\frac{1}{2 A^{2}}\|\tilde{f}\|^{2}$ which is equivalent to $\left\|P_{H} U\left(G_{1} f\right)\right\|^{2}<\frac{1}{2 A^{2}}\left\|G_{1} f\right\|^{2}$. Thus

$$
\left\|G_{1} f\right\|^{2} \leq A^{2}\left(\left\|P_{H} G_{1} f\right\|^{2}+\left\|P_{H} U\left(G_{1} f\right)\right\|^{2}\right)<\left\|G_{1} f\right\|^{2}
$$

and we have a contradiction.
Remarks 1. Note that (37) will hold with $A=1$ if $U$ maps $H$ onto its orthogonal complement.
2. Lemma 4.3 remains valid for Hilbert space valued functions. Namely, replace $L^{2}(X, \mu)$ in the statement by $L^{2}(X, \mu, V)$, the $L^{2}$ functions on $X$ taking values in the Hilbert space $V$. The lemma is still valid, with exactly the same proof.

Lemma 4.4 Assume that $\nu$ is a probability measure on a space $X$ and that $\left\{U_{E}\right\}_{E \in X}$ is a (measurable) family of unitary operators on a Hilbert space $H$. Let $T=\int U_{E} d \nu(E)$. Then for $f \in H$

$$
\int\left\|U_{E} f-f\right\|_{2}^{2} d \nu(E) \geq \frac{1}{2}\left(1-\left\|T^{2}\right\|\right)
$$

$\underline{\text { Proof }}$ Fix $f \in H$ with $\|f\|=1$. Then

$$
\begin{aligned}
1-\left\|T^{2}\right\| & \leq 1-\operatorname{re}\left\langle T^{2} f, f\right\rangle \\
& =\int 1-\operatorname{re}\left\langle U_{E} U_{F} f, f\right\rangle d \nu(E) d \nu(F) \\
& =\frac{1}{2} \int\left\|U_{E} U_{F} f-f\right\|^{2} d \nu(E) d \nu(F) \\
& \leq \int\left\|U_{E} f-f\right\|^{2} d \nu(E) d \nu(F)+\int\left\|U_{E}\left(U_{F} f-f\right)\right\|^{2} d \nu(E) d \nu(F) \\
& =2 \int\left\|U_{E} f-f\right\|^{2} d \nu(E)
\end{aligned}
$$

Proof of Theorem 4.1 Let $H$ be the functions whose Fourier transforms are supported in $D(0,1)$, let $G_{j}=\hat{\mu}_{j}$ and $\rho=C^{-1} \lambda^{2}$, where $C$ is a large constant. Define $E_{j}=\{x \in$ $\mathbb{R}^{n}:\left|G_{j}(x)\right| \geq 1-\rho$, as in Lemma 4.3. If $\epsilon>0$ is given, then by choosing $C=C_{\epsilon}$ large enough, we can guarantee that $|E \cap D(a, 1)|<\epsilon$ for all $a \in \mathbb{R}^{n}$, uniformly in $\lambda$ this follows from Lemma 1.1. If $\epsilon$ is small enough then we conclude by Lemma 4.2 that $\|f\|_{L^{2}(E)} \leq \frac{1}{4}\|f\|_{2}$ for all $f \in H$. The conclusion now follows from Lemma 4.3, since $\mathcal{I}_{V}$ is unitary and interchanges functions supported on $D(0,1)$ and $D(0,1)^{c}$.

When $n=1, V x=-x$ the operator $\mathcal{I}_{V}$ is an element of the principal series representation $\mathcal{P}^{+, 0}$ (cf. [19], p.36) of $S L(2, \mathbb{R})$. We now prove the analogous result for the other
irreducible unitary representations. We let

$$
J=\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right)
$$

and for $E \in \mathbb{R}$ we let

$$
s_{E}=\left(\begin{array}{ll}
1 & 0 \\
E & 1
\end{array}\right)
$$

Theorem 4.5 Let $\rho$ be any irreducible unitary representation of $S L(2, \mathbb{R})$ except for the trivial one dimensional representation. If $\mu$ and $\nu$ are probability measures on $\mathbb{R}$ satisfying (3) and if $\rho(\mu)=\int \rho\left(s_{E} \mathcal{I}\right) d \mu(E)$, then $\|\rho(\mu) \rho(\nu)\| \leq 1-C^{-1} \lambda^{2}$. Here $C$ depends on $\gamma$ and on the representation $\rho$. The dependence on $\rho$ is as follows: if $\epsilon>0$ is given then $C$ may be taken independent of $\rho$ provided (in the notation of [19], section 2.5) $\rho$ is not a complementary series representation $\mathcal{C}^{u}$ with $u>1-\epsilon$.

Remarks 1. The estimate in Theorem 4.5 generalizes in an obvious way to representations $\rho$ such that for some $\epsilon$ the direct integral decomposition of $\rho$ does not contain the trivial representation or the representations $\mathcal{C}^{u}, u>1-\epsilon$.
2. The assumption that $\rho$ not contain $\mathcal{C}^{u}$ for $u>1-\epsilon$ is needed. Essentially this follows from the fact that $S L(2, \mathbb{R})$ does not have property $T$. For example, [6] (ch. 3, proofs of Theorem 4 and Proposition 6(i)) gives examples of representations of $S L(2, \mathbb{R})$ whose restrictions to the subgroup generated by $J$ and $\tau_{2}$ have almost invariant vectors but no invariant vectors.
3. An analogous result is valid for $S L(2, \mathbb{C})$ and in fact is a bit easier, since there are no discrete series representations. In the next section, we also prove a result like Theorem 4.1 for the real symplectic group, although at present we don't have a result for general representations in that case.

Proof of Theorem 4.5 We will follow the terminology in [19]. We have to discuss the principal, discrete and complementary series. We let $\mathcal{I}=\rho(J)$ and $\tau_{E}=\rho\left(s_{E}\right)$.

As has already been mentioned the case of the principal series representation $\mathcal{P}^{+, 0}$ is simply the one dimensional case of Theorem 4.1. The other principal series representations differ from this one only in that the definition of $\mathcal{I}$ is multiplied by a unimodular factor. The operators in Theorem 4.1 are positive (in the pointwise sense), hence multiplying $\mathcal{I}$ by a unimodular factor can only decrease the norm of $\rho(\mu) \rho(\nu)$, so in the case of the principal series nothing needs to be done.

The complementary series representation $\mathcal{C}^{u}$ acts on the Sobolev spaces $W^{-\frac{u}{2}}$,

$$
\|f\|_{W^{-\frac{u}{2}}} \stackrel{\text { def }}{=}\left(\int_{\mathbb{R}} \frac{|\hat{f}(\xi)|^{2}}{|\xi|^{u}} d \xi\right)^{\frac{1}{2}}
$$

where in this case $0<u<1$. The operators $\tau_{E}$ are translations, $\tau_{E} f(x)=f(x-E)$. The
operator $\mathcal{I}$, which we will now denote by $\mathcal{I}_{u}$, is given by

$$
\mathcal{I}_{u} f(x)=|x|^{-(u+1)} f\left(\frac{-1}{x}\right)
$$

and $\rho(\mu): f \rightarrow \mu * \mathcal{I}_{u} f$. Consider the weighted $L^{2}$ space $L_{u}^{2} \stackrel{\text { def }}{=} L_{\left.|x|\right|^{-u}}^{2}(\mathbb{R})$. Let $H=\{f \in$ $\left.L_{u}^{2}: \operatorname{supp} \hat{f} \subset[-2,2]\right\}$. Define $U$ via $\widehat{U f}=\mathcal{I}_{u} \hat{f}$ and note that $U H=\left\{f \in L_{u}^{2}: \operatorname{supp} \hat{f} \subset\right.$ $\mathbb{R} \backslash\left(-\frac{1}{2}, \frac{1}{2}\right)$.

If $f \in W^{-\frac{u}{2}}$, then $f=g+h$ with $\operatorname{supp} g \subset[-2,2]$, supph $\subset \mathbb{R} \backslash\left(-\frac{1}{2}, \frac{1}{2}\right)$ and $\|g\|_{W^{-\frac{u}{2}}}+$ $\|h\|_{W^{-\frac{u}{2}}} \leq A_{0}\|f\|_{W^{-\frac{u}{2}}} ; A_{0}$ is independent of $u \in[0, a]$ for $a<1$. It follows by basic Hilbert space theory that (37) is valid for an appropriate constant $A$ depending on $A_{0}$ only. Now define $E_{j}=\left\{x \in \mathbb{R}:\left|\hat{\mu}_{j}(x)\right| \geq 1-C^{-1} \lambda^{2}\right\}$ for an appropriate $C$. Lemma 1.1 and the $n=1, s<1$ case of Lemma 4.2 imply that if $C$ is large enough (depending on a lower bound for $1-u$ and on $\gamma$ ) and if $h \in H$, then $\|h\|_{L_{|x|-u}^{2}\left(E_{j}\right)} \leq \frac{1}{4 A}\|h\|_{L_{|x|-u}^{2}}$. The result now follows from Lemma 4.3.

The preceding argument could also be used in the case of the discrete series, but would not show that the bounds are independent of the representation. Accordingly we will give a different proof ${ }^{3}$ based on the metaplectic representation and Theorem 2.3. Consider the tensor product of two copies of the metaplectic representation of $S L(2, \mathbb{R})$; this gives a representation on $L^{2}\left(\mathbb{R}^{2}\right)$. The discrete series representations are subrepresentations of this one or its conjugate (one reference for this is [12] where an analogous result is proved for the holomorphic discrete series representations of the symplectic group; other references are in [10], p.216), and Theorem 2.3 can be applied to the resulting realizations of the operators $\rho(\mu)$ on $L^{2}\left(\mathbb{R}^{2}\right)$.

Details are as follows. We consider the holomorphic $m \in \mathbb{Z}^{+}$; the antiholomorphic ones are entirely analogous. The argument is elementary so we will avoid quoting results from the representation theory literature; however the following unitary equivalence is essentially the one in [12]. Let $\mathcal{H}_{m}$ be the Hilbert space for $\mathcal{D}_{m+1}^{+}$, i.e., the elements $f \in W^{-\frac{m}{2}}$ such that $\hat{f}(\xi)$ vanishes when $\xi<0$. Also let $\mathcal{F}$ be the $\mathbb{R}^{2}$ Fourier transform. Define $V_{m}: \mathcal{H}^{m} \rightarrow L^{2}\left(\mathbb{R}^{2}\right)$ via

$$
\begin{equation*}
V_{m} f(z)=\frac{z^{m}}{|z|^{2 m}} \hat{f}\left(\frac{|z|^{2}}{2}\right) \tag{40}
\end{equation*}
$$

where we use complex notation for points of $\mathbb{R}^{2}$. Then $V_{m}$ is a scalar multiple of an isometry and has the following intertwining properties

$$
\begin{align*}
V_{m} \mathcal{I}_{m} f & =-i \mathcal{F} V_{m} f  \tag{41}\\
V_{m} \tau_{E} f & =e^{-\pi i E|z|^{2}} V_{m} f \tag{42}
\end{align*}
$$

(Proofs: the isometry property follows from the definition of the norm in $W^{-\frac{m}{2}}$ using calculus. The formula (42) is obvious. One elementary way to prove (41) is to verify it

[^2]by hand for functions of the form $f_{a}(x)=(x+i a)^{-(m+1)}, a>0$; linear combinations of such functions are dense in $\mathcal{H}_{m}$. The verification may be reduced to the case $a=1$ using dilations, and on the other hand $\mathcal{I}_{m} f_{1}=i^{-(m+1)} f_{1}$, and also $V_{m} f_{1}$ is a scalar multiple of the function $z^{m} e^{-\pi|z|^{2}}$ whence $\mathcal{F} V_{m} f_{1}=i^{-m} V_{m} f_{1}$ by the Hecke identity) Hence $V_{m}$ intertwines the operator $\rho(\mu): f \rightarrow \mu * \mathcal{I}_{m} f$ with the operator on $L^{2}\left(\mathbb{R}^{2}\right), f \rightarrow-i(\hat{\mu} \circ Q) \mathcal{F} f$, where $Q(z)=\frac{1}{2}|z|^{2}$. The product of two operators of the latter type has norm $\leq 1-C^{-1} \lambda^{2}$ by Theorem 2.3 and the result follows.

Remark Theorems 4.1 and 4.5 assert the existence of a "spectral gap" and have the usual corollaries associated to such results. See [23] and references there.

For example, let $\Gamma$ be a lattice in $\operatorname{PSL}(2, \mathbb{R})$, let $M=P S L(2, \mathbb{R}) / \Gamma$ and let $\rho$ be the representation of $P S L(2, \mathbb{R})$ on $L_{0}^{2}(M) \stackrel{\text { def }}{=}\left\{f \in L^{2}(M): \int_{M} f=0\right\}$ resulting from the left action of $\operatorname{PSL}(2, \mathbb{R})$ on $M$. We will assume $\Gamma$ is cocompact in order to have a convenient reference (namely [13], p. 47) for the fact that a complementary series representation $\mathcal{C}^{u}$ can occur in the direct integral decomposition of $\rho$ only if $\frac{1-u^{2}}{4}$ is an eigenvalue of the Laplacian on the corresponding hyperbolic surface $\mathbb{H} / \Gamma$. It follows that $\rho$ satisfies the hypothesis in remark 1 after the statement of Theorem 4.5. Fix $\alpha_{1}, \alpha_{2} \in \mathbb{R}$ and let $g_{j}=s_{\alpha_{j}} J, j=1,2$. Let $\left\{\gamma_{j}\right\}_{j=1}^{2 n}$ be all words of length $n$ in $g_{1}$ and $g_{2}$. Then we have an estimate

$$
\left\|2^{-n} \sum_{j=1}^{2^{n}} \rho\left(\gamma_{j}\right) f\right\|_{2} \leq e^{-C^{-1}\left|\alpha_{1}-\alpha_{2}\right|^{2} n}\|f\|_{2}, \quad f \in L_{0}^{2}(M)
$$

uniformly in $n \geq 2$, and the resulting mixing properties. Here $C$ depends on a lower bound for the first eigenvalue of the Laplacian on $\mathbb{H} / \Gamma$. This follows by applying Theorem 4.5 with $\mu=\frac{1}{2}\left(\delta_{\alpha_{1}}+\delta_{\alpha_{2}}\right)$ and expanding out the definition of $T_{\mu}^{n}$.

Next let $G$ be the conformal group in $\mathbb{R}^{n}$, i.e. the group generated by translations, conformal linear maps and the inversion $z \rightarrow z^{*} ; G$ acts on $L^{2}\left(\mathbb{R}^{n}\right)$ via

$$
U_{\gamma^{-1}}: f \rightarrow|\operatorname{det}(D \gamma)|^{\frac{1}{2}} f \circ \gamma, \quad \gamma \in G
$$

Let $\Gamma$ be a finitely generated subgroup of $G$ with generators $\left\{\gamma_{j}\right\}_{j=1}^{n}$. Assume (i) $\Gamma$ contains a parabolic element (i.e. an element which is conjugate to a translation) and (ii) there is no point of $\mathbb{R}^{n} \cup\{\infty\}$ which is fixed by all elements of $\Gamma$. Then there is $\epsilon_{0}>0$ such that

$$
\forall f \in L^{2} \exists j \in\{1, \ldots, n\}:\left\|f-U_{\gamma_{j}} f\right\|_{2} \geq \epsilon_{0}\|f\|_{2}
$$

Namely, by appropriate conjugations we may assume that $\Gamma$ contains a translation $\tau_{p}$ and an element $\gamma$ mapping $\infty$ to 0 and furthermore (conjugate $\gamma$ by a dilation if necessary) that $\gamma$ has the form

$$
z \rightarrow(V z-b)^{*}
$$

with $V \in O(n)$. But then $\gamma \circ \tau_{p}$ is another element of the same form with the same $V$ and a different $b$ so the result follows in a standard way from Theorem 4.1.

We now consider applications of Theorem 4.5 to the Anderson model; this is related e.g. to considerations in [7] and [18]. We would like to consider the strip so we will now prove a result like Theorem 4.1 which is applicable to the equation for the invariant measure on projective space.

We will denote points of $\mathbb{R}^{2 n}$ by $(x, y), x, y \in \mathbb{R}^{n}$, or by $\left(\bar{x}, x_{n}, \bar{y}, y_{n}\right), \bar{x}, \bar{y} \in \mathbb{R}^{n-1}$. We define $\mathbb{P}^{2 n-1}$ in the usual way, i.e. as the lines through the origin in $\mathbb{R}^{2 n}$, and will use the coordinate system obtained by normalizing $y_{n}$, i.e. the line $\ell \in \mathbb{P}^{2 n-1}$ has coordinates $\bar{x}, x_{n}, \bar{y}$ if $\left(\bar{x}, x_{n}, \bar{y}, 1\right) \in \ell$.

By viewing the action of $S p(n, \mathbb{R})$ on $\mathbb{P}^{2 n-1}$ in these coordinates, we get a unitary representation on $L^{2}\left(\mathbb{R}^{2 n-1}\right)$. Thus, if we denote the action of the element $g \in \operatorname{Sp}(n, \mathbb{R})$ on $\ell \in \mathbb{P}^{2 n-1}$ by $g \ell$, then the element of the representation corresponding to $g \in S p(n, \mathbb{R})$ maps $f$ to $f \circ g^{-1}$ times an appropriate Jacobian factor. We let $\mathcal{I}$ be the element of this representation corresponding to the matrix

$$
J=\left(\begin{array}{rr}
0 & -I \\
I & 0
\end{array}\right)
$$

Also, we let $M(n)$ be the $n \times n$ symmetric matrices, and if $m \in M(n)$ we let $\tau_{m}$ be the representation element corresponding to the matrix

$$
s_{m} \stackrel{\text { def }}{=}\left(\begin{array}{cc}
I & m \\
0 & I
\end{array}\right)
$$

Explicitly,

$$
\mathcal{I} f(\bar{x}, t, \bar{y})=|t|^{-n} f\left(\frac{-\bar{y}}{t},-\frac{1}{t}, \frac{\bar{x}}{t}\right)
$$

and if

$$
m=\left(\begin{array}{cc}
A & b \\
b^{t} & c
\end{array}\right)
$$

with $A$ an $(n-1) \times(n-1)$ symmetric matrix, $b \in \mathbb{R}^{n}, c \in \mathbb{R}$, then

$$
\tau_{m} f(\bar{x}, t, \bar{y})=f(\bar{x}-A \bar{y}-b, t-b \cdot \bar{y}-c, \bar{y})
$$

If $\nu$ is a measure on $M(n)$, then we define $\tau_{\nu}$ by integrating the representation, i.e

$$
\tau_{\nu} f(\bar{x}, t, \bar{y})=\int \tau_{m} f(\bar{x}, t, \bar{y}) d \nu(m)
$$

We also let $\tilde{\nu}$ be the measure on symplectic matrices of the form

$$
\left(\begin{array}{cr}
m & -I \\
I & 0
\end{array}\right)
$$

determined by the measure $\nu$ on $M(n)$. Explicitly, we set $g_{m}=s_{m} J$ and let $\tilde{\nu}$ be the push forward of $\nu$ by the map $m \rightarrow g_{m}$.

We will work with the following property of $\nu$ :

Condition $C_{\lambda}$ : for some $k$, the conditional measures obtained by freezing all but the $(k, k)$ entry satisfy (3) with probability at least $\beta$.

Explicitly, this means that if we identify $M(n)$ with $\mathbb{R}^{\frac{n(n+1)}{2}}$ by $m \leftrightarrow\left\{m_{i j}\right\}_{i \leq j}$ then for continuous compactly supported $f$

$$
\begin{equation*}
\int f(m) d \nu(m)=\int f\left(\bar{m}, m_{k k}\right) d \sigma \bar{m}\left(m_{k k}\right) d \rho(\bar{m}) \tag{43}
\end{equation*}
$$

where $\bar{m}$ means $\left\{m_{i j}\right\}_{i \leq j,(i, j) \neq(k, k)}$, and where $\rho$ is a probability measure on $\mathbb{R}^{\frac{n(n+1)}{2}-1}$, and $\sigma_{\bar{m}}$ is a probability measure on $\mathbb{R}$ for each $\bar{m}$ and $\rho\left(\left\{\bar{m}: \sigma_{\bar{m}}\right.\right.$ satisfies (3) $) \geq \beta$.

Note this condition is satisfied if the distribution of $M_{k k}$ is independent of the other entries and satisfies (3), e.g. by the Anderson model with disorder parameter $\lambda$, even if one randomizes only at one site. Note also that the condition is invariant under translation of $\nu$ so in the Anderson model case the resulting estimates are uniform in the energy $E$. Corollary 4.7 below is known (in stronger form) if say $n=1$ and the single site distribution is sufficiently smooth, cf. [22] and [3].

Theorem 4.6 Assume that $\nu_{1}, \nu_{2}$ satisfy condition $C_{\lambda}$. Then

$$
\left\|\tau_{\nu_{1}} \mathcal{I} \tau_{\nu_{2}}\right\|_{L^{2}\left(\mathbb{R}^{2 n-1}\right) \rightarrow L^{2}\left(\mathbb{R}^{2 n-1}\right)} \leq 1-C^{-1} \lambda^{2}
$$

where $C$ depends on $\gamma$ and $\beta$.
Corollary 4.7 Assume that $\nu$ satisfies condition $C_{\lambda}$. Then the largest Liapunov exponent of the measure $\tilde{\nu}$ (in the sense of [5]) is $\geq C^{-1} \frac{\lambda^{2}}{n} ; C$ depends on $\gamma$ and $\beta$.

Proof of Theorem 4.6 This is similar to the proof of Theorem 4.1, except that we work with vector valued functions. Note first that we can assume $k=n$, since the statement is invariant under the natural changes of coordinates on projective space. Next, we claim that it suffices to prove the result in the special case where $\sigma_{1}$ and $\sigma_{2}$ are two probability measures on $\mathbb{R}$ satisfying (3) and $\nu_{j}=\delta_{0} \times \sigma_{j}$, where $\delta_{0}$ is the $\delta$-mass at the origin in $\mathbb{R}^{\frac{n(n+1)}{2}-1}$.

For if this is proved, then for any $\nu_{1}$ and $\nu_{2}$ we express as in (43)

$$
d \nu_{j}(m)=d \sigma_{\bar{m}}^{j}\left(m_{n n}\right) d \rho^{j}(\bar{m})
$$

Using that $s_{m} s_{m^{\prime}}=s_{m+m^{\prime}}$ for any symmetric matrices $m$ and $m^{\prime}$, we have

$$
\begin{aligned}
\left\|\tau_{\nu_{1}} \mathcal{I} \tau_{\nu_{2}}\right\|_{L^{2} \rightarrow L^{2}} & =\left\|\int \tau_{\left(\overline{m_{1}}, 0\right)} \tau_{\delta_{0 \times \sigma} \overline{m_{1}}} \mathcal{I} \tau_{\delta_{0 \times \sigma} \overline{m_{2}}} \tau \overline{\left.m_{2}, 0\right)} d \rho^{1}\left(\overline{m_{1}}\right) d \rho^{2}\left(\overline{m_{2}}\right)\right\|_{L^{2} \rightarrow L^{2}} \\
& \leq \int \| \tau_{\delta_{0 \times \sigma \frac{1}{m_{1}}} \mathcal{I}_{\delta_{0 \times \sigma}^{2}} \|_{L^{2} \rightarrow L^{2}} d \rho^{1}\left(\overline{m_{1}}\right) d \rho^{2}\left(\overline{m_{2}}\right)} \\
& \leq\left(1-C^{-1} \lambda^{2}\right) \beta^{2}+\left(1-\beta^{2}\right) \\
& \leq 1-C^{-1} \lambda^{2}
\end{aligned}
$$

Now let $S$ be the "slab" $\left\{\left(\bar{x}, x_{n}, \bar{y}\right):-1 \leq x_{n} \leq 1\right\}$ and let $H=\left\{f \in L^{2}\left(\mathbb{R}^{2 n-1}\right)\right.$ : $\operatorname{supp} f \subset S\}$. Then $\mathcal{I}$ interchanges $H$ and $H^{\perp}$. Let $E$ be a set in $\mathbb{R}$ with $\sup _{a \in \mathbb{R}^{n}} \mid E \cap$ $D(a, 1) \mid<\epsilon$. If $f \in H$ then, by the $n=1, m=0$ case of Lemma 4.2 applied to the partial Fourier transform,

$$
\int_{E}\left|\hat{f}\left(\bar{\xi}, \xi_{n}, \bar{\eta}\right)\right|^{2} d \xi_{n} \lesssim \epsilon \int_{\mathbb{R}}\left|\hat{f}\left(\bar{\xi}, \xi_{n}, \bar{\eta}\right)\right|^{2} d \xi_{n}
$$

for any $\bar{\xi}, \bar{\eta}$. Hence also

$$
\int_{E}\left\|\hat{f}\left(\cdot, \xi_{n}, \cdot\right)\right\|_{L^{2}\left(\mathbb{R}^{n-1} \times \mathbb{R}^{n-1}\right)}^{2} d \xi_{n} \lesssim \epsilon\|\hat{f}\|_{2}^{2}
$$

With $\nu_{j}=\delta_{0} \times \sigma_{j}$ we have

$$
\widehat{\tau_{\nu_{j}} f}\left(\bar{\xi}, \xi_{n}, \bar{\eta}\right)=\hat{\sigma}_{j}\left(\xi_{n}\right) \hat{f}\left(\bar{\xi}, \xi_{n}, \bar{\eta}\right)
$$

Since $\sigma_{j}$ satisfies (3) the result now follows using Lemma 1.1 and the vector valued version of Lemma 4.3.

Proof of Corollary 4.7 We will follow the original proof of positivity of the Liapunov exponent due to Furstenburg [11], incorporating Theorem 4.6 in order to make the result quantitative. We first reformulate Theorem 4.6 as follows: if $\nu$ satisfies $C_{\lambda}$ then

$$
\begin{equation*}
\int\left\|\left(\tau_{m} \mathcal{I}\right)^{-1} f-f\right\|_{L^{2}\left(\mathbb{R}^{2 n-1}\right)}^{2} d \nu(m) \geq C^{-1} \lambda^{2} \tag{44}
\end{equation*}
$$

This follows immediately from Theorem 4.6 and Lemma 4.4.
Because of the upper semicontinuity of the Liapunov exponent under weak convergence, we can assume that $\nu$ is absolutely continuous to Lebesgue measure with a $C_{0}^{\infty}$ density provided we obtain estimates which are independent of this assumption.

Claim: if $\nu$ is absolutely continuous with a $C_{0}^{\infty}$ density then $\tilde{\nu}$ has a unique invariant measure and it is absolutely continuous with respect to the Cauchy measure (i.e. rotation invariant measure) on $\mathbb{P}^{2 n-1}$ with a continuous density.

Here by invariant measure, we mean of course the invariant measure in the sense of [11],[5]. Thus an invariant measure for $\tilde{\nu}$ is a measure $\mu$ on $\mathbb{P}^{2 n-1}$ such that

$$
\begin{equation*}
\int_{M(n)} \int_{\mathbb{P}^{2 n-1}} f\left(g_{m} z\right) d \mu(z) d \nu(m)=\int_{\mathbb{P}^{2 n-1}} f d \mu \tag{45}
\end{equation*}
$$

for continuous functions $f$ on $\mathbb{P}^{2 n-1}$. The claim is certainly known but we could not find a reference where it is proved (except when $n=1$ [26]) and a very simple argument is available so we give the argument.

Namely, any invariant measure with respect to $\tilde{\nu}$ is also invariant with respect to any convolution power of $\tilde{\nu}$ on the symplectic group, so by [11], Lemma 8.5 it suffices to show that some such convolution power is absolutely continuous (to Haar measure on $S p(n, \mathbb{R})$ ) with a continuous density. The matrices of the form

$$
\left(\begin{array}{cr}
m & -I \\
I & 0
\end{array}\right)
$$

generate $S p(n, \mathbb{R})$ as a Lie group. So by a general lemma of Ricci and Stein (see [28], p. 209), a suitable convolution power $\tilde{\nu}^{(k)}$ is absolutely continuous with a density $\rho$ satisfying an $L^{1}$ Holder estimate, i.e. in local coordinates $d \tilde{\nu}^{(k)}(x)=\rho(x) d x$ with $\int \mid \rho(x+$ $h)-\left.\rho(x)|d x \lesssim| h\right|^{\epsilon}$. It follows that $\rho \in L^{p}$ for some $p>1$. Hence, by Young's inequality on $S p(n, \mathbb{R})$, a high convolution power of $\rho$ will be continuous.

We also note the following fact. Suppose that $f$ and $g$ are positive $L^{2}$ functions on a measure space $X, d x, \int f^{2} d x=\int g^{2} d x=1$ and $\int(f-g)^{2} d x=\beta$. Then $f^{2} \log _{+} \frac{g}{f}$ is integrable and

$$
\begin{equation*}
\int f^{2} \log \frac{g}{f} d x \leq-\frac{\beta}{2} \tag{46}
\end{equation*}
$$

Namely, the integrability follows since $f^{2} \log _{+} \frac{g}{f} \leq f^{2} \frac{g}{f}=f g \in L^{1}$. Also

$$
\int f^{2} \log \frac{g}{f} d x \leq \int\left(\frac{g}{f}-1\right) f^{2} d x=\int f g-f^{2} d x=\frac{1}{2} \int g^{2}-(f-g)^{2}-g^{2} d x=-\frac{\beta}{2}
$$

as claimed.
The Liapunov exponent can be expressed as

$$
\lambda_{1}=-\frac{1}{2 n} \int \log \frac{d g_{m}^{-1} \sigma}{d \sigma}(x) d \mu(x) d \nu(m)
$$

where $\sigma$ is the Cauchy measure. See [5], propositions IV.6.2 and IV.6.4. If $\phi: \mathbb{P}^{2 n-1} \rightarrow$ $(0, \infty)$ is continuous, and if we let $d \tilde{\sigma}=\phi d \sigma$, then we have $\log \frac{d g_{m}^{-1} \tilde{\sigma}}{d \tilde{\sigma}}=\log \frac{\phi \circ g_{m}}{\phi}+\log \frac{d g_{m}^{-1} \sigma}{d \sigma}$. By the invariance property of $\mu$,

$$
\begin{equation*}
\lambda_{1}=-\frac{1}{2 n} \int \log \frac{d g_{m}^{-1} \tilde{\sigma}}{d \tilde{\sigma}}(x) d \mu(x) d \nu(m) \tag{47}
\end{equation*}
$$

We would like to replace $\tilde{\sigma}$ by $\mu$ here. The Radon-Nikodym derivative $f=\frac{d \mu}{d \sigma}$ is a continuous nonnegative function on $\mathbb{P}^{2 n-1}$ by the claim. We haven't shown that it is nonzero, but we have $\int\left|\log \frac{d \mu}{d \sigma}\right| d \mu=\int f|\log f| d \sigma<\infty$. Using this, an approximation of $\log f$ by continuous functions and the dominated convergence theorem it follows that (47) is applicable with $\tilde{\sigma}=\mu$. This can be expressed in coordinates in the following way. Let $g$ be the density of $\mu$ with respect to Lebesgue measure $d z$ on $\mathbb{R}^{2 n-1}$. Then

$$
\lambda_{1}=-\frac{1}{2 n} \int_{M(n)} \int_{\mathbb{R}^{2 n-1}} \log \left(\frac{\mathcal{I}_{1}^{-1} \tau_{m}^{-1} g(z)}{g(z)}\right) g(z) d z d \nu(m)
$$

where $\mathcal{I}_{1}^{-1} f(\bar{x}, t, \bar{y})=t^{-2 n} f\left(-\frac{\bar{y}}{t},-\frac{1}{t}, \frac{\bar{x}}{t}\right)$.
Note that $\mathcal{I}_{1}^{-1} g=\left(\mathcal{I}^{-1} \sqrt{g}\right)^{2}$. So by (46),

$$
\lambda_{1} \gtrsim \frac{1}{n} \int\left\|\sqrt{g}-\left(\tau_{m} \mathcal{I}\right)^{-1} \sqrt{g}\right\|_{2}^{2} d \nu(m)
$$

and now we are done by (44).

It is also possible to use the $m=1$ case of Theorem 4.5 to prove Holder continuity of the density of states. In fact we will prove a refinement asserting that inside the spectrum of the Laplacian the bounds in Le Page's theorem are independent of the disorder for small disorder. This can also be proved by an extension of the argument in section 3, in fact we originally did it that way (see [24]). The two arguments are in a sense equivalent since the operator $\mathcal{I}_{1}$ corresponds to the operator $S$ of section 3 under the unitary equivalence $V_{1}$ given by (40). The supersymmetric approach has the advantage that it works directly in finite volume, but the approach via Theorem 4.5 is shorter so we will do it that way.

We do not have a version of Proposition 4.8 below for the strip and will assume $n=1$ for the remainder of this section. The zero moment assumption on $\nu$ is just a normalization. The compact support could perhaps be weakened but we wanted to avoid technicalities as much as possible.

Proposition 4.8 Suppose $\lambda \leq 1$ and let $\nu$ be a measure which is supported on $\{x:-A \lambda \leq$ $x \leq A \lambda\}$ and satisfies (3), and assume $\int x d \nu(x)=0$. Then, on compact subintervals ${ }^{4}$ $I \subset(-2,2)$ the integrated density of states for the Anderson model with single site distribution $\nu$ satisfies $|k(x)-k(y)| \leq C|x-y|^{\alpha}$ where $C$ and $\alpha$ depend only on $A, \gamma$ and $I$ (and not for example on $\lambda$ ).

Proof We will actually consider the Liapunov exponent instead of the density of states which of course is equivalent. We let $\tau_{E}$ be translation by $E$, i.e. $\tau_{E} f(x)=f(x-E)$ for distributions $f$, and $d \nu_{E}=\tau_{E} d \nu$. We let $\mu_{E}$ be the invariant measure at energy $E$, i.e. the measure $\mu_{E}$ corresponding to $\nu=\nu_{E}$ in (45), and we let $\lambda(E)$ be the corresponding Liapunov exponent. We must prove that for $E_{0}, E \in I$ there is an estimate $\mid \lambda(E)-$ $\lambda\left(E_{0}\right)|\lesssim| E-\left.E_{0}\right|^{\alpha}$.

Let $Y_{0}=W^{-\frac{1}{2}}$, let $Y_{1}$ be the subspace of $L_{1+x^{2}}^{2}(\mathbb{R})$ consisting of functions with $\int_{\mathbb{R}} f d x=0$, and let $Y_{\theta}$ be the complex interpolation space $\left[Y_{0}, Y_{1}\right]_{\theta}$. Let $\mu_{E}$ be the invariant measure corresponding to energy $E$. We first prove the following

Claim There are constants $\alpha>0$ and $C<\infty$ such that for sufficiently small $\theta$, the estimate $\left\|\mu_{E}-\mu_{E_{0}}\right\|_{Y_{\theta}} \leq C\left|E-E_{0}\right|^{\alpha} \lambda^{-2}$ is valid.

[^3]Since the invariant measure behaves correctly under weak convergence we can assume that $\nu$ has a smooth density provided we get bounds which are independent of this assumption. If $\nu$ has a smooth density then the invariant measures $\mu_{E}$ will have (say) continuous densities, $d \mu_{E}(x)=f_{E}(x) d x$ with $f_{E}(x) \leq \min \left(1, x^{-2}\right)$. This is the one dimensional case of the claim in the proof of Corollary 4.7. We also let $P_{E}(x)=\frac{1}{\pi} \frac{\mathrm{im} \zeta}{|x-\zeta|^{2}}$, where

$$
\begin{equation*}
\zeta=\frac{E}{2}+i \sqrt{1-\frac{E^{2}}{4}} \tag{48}
\end{equation*}
$$

Thus $\zeta$ is a point in the upper half plane with absolute value 1 . It is a fixed point of the map $z \rightarrow \frac{-1}{z-E}$, and $P_{E}$ is the corresponding Poisson kernel. It follows that $P_{E} d x$ is an "invarian measure at zero disorder" i.e.

$$
\begin{equation*}
\tau_{E} \mathcal{I}_{1} P_{E}=P_{E} \tag{49}
\end{equation*}
$$

a well-known fact (cf. [3]) which can easily be verified by direct computation.
We note the following properties of the spaces $Y_{\theta}$ :
(i) If $\theta<\mu$ then $Y_{\mu} \subset Y_{\theta}$ and $\|f\|_{Y_{\theta}} \lesssim\|f\|_{Y_{\mu}}$. Furthermore $f \in Y_{\mu}$ implies translation of $f$ is Holder continuous into $Y_{\theta}$,

$$
\begin{equation*}
\left\|\tau_{v} f-f\right\|_{Y_{\theta}} \lesssim|v|^{\frac{1}{2}(\mu-\theta)}\|f\|_{Y_{\mu}} \tag{50}
\end{equation*}
$$

Since the $Y_{\theta}$ are defined by interpolation it suffices to give the proof when $\mu=1, \theta=0$. If $f \in Y_{1}$ then $\hat{f}(0)=0$ and $\int|\hat{f}|^{2}+\left|\hat{f}^{\prime}\right|^{2}<\infty$ and it follows that $\int \frac{|\hat{f}(\xi)|^{2}}{|\xi|}<\infty$, i.e. $f \in Y_{0}$. (50) is a standard fact about Sobolev spaces: $\left\|\tau_{t} f-f\right\|_{Y_{0}}^{2}=\int \frac{\left|e^{2 \pi i t \xi}-1\right|^{2}}{|\xi|}|\hat{f}(\xi)|^{2} d \xi \lesssim$ $\int \min \left(t^{2}|\xi|,|\xi|^{-1}\right)|\hat{f}(\xi)|^{2} d \xi \lesssim|t|\|f\|_{L^{2}}^{2} \leq|t|\|f\|_{Y_{1}}^{2}$.
(ii) If $\int_{\mathbb{R}} f d x=0$ and $|f(x)| \leq B \min \left(1, x^{-2}\right)$ then $\|f\|_{Y_{1}} \lesssim B$. Consequently $\|f\|_{Y_{\theta}} \lesssim$ $B$ for all $\theta$.

This is obvious. It follows that for any $\theta$ :

$$
\begin{gather*}
\left\|P_{E}-\tau_{v} P_{E}\right\|_{Y_{\theta}} \lesssim|v|  \tag{51}\\
\left\|P_{E}-\nu_{E} * \mathcal{I}_{1} P_{E}\right\|_{Y_{\theta}} \lesssim \lambda^{2}  \tag{52}\\
f_{E}-P_{E} \in Y_{\theta} \tag{53}
\end{gather*}
$$

(51) just follows from (ii) using that $\left|\frac{d P_{E}}{d x}\right| \lesssim \min \left(1, x^{-2}\right)$. As for (52), by (i) and (49) it is equivalent to prove that $\left\|P_{E}-\nu * P_{E}\right\|_{Y_{1}} \lesssim \lambda^{2}$. The latter is an easy calculation using that $\nu$ has zero first moment. And (53) follows from our a priori hypothesis and the obvious fact that $\int f_{E}-P_{E} d x=0$.
(iii) Define $T_{E} f=\nu_{E} * \mathcal{I}_{1} f$. Then for a certain $\theta_{0}>0$ and any $\theta \in\left[0, \theta_{0}\right]$, the operator $\mathrm{id}-T_{E}$ is invertible on $Y_{\theta}$ with $\left\|\left(\mathrm{id}-T_{E}\right)^{-1}\right\|_{Y_{\theta} \rightarrow Y_{\theta}} \lesssim \lambda^{-2}$.

We use id for the identity operator. To prove (iii), we introduce an equivalent norm $\|\cdot\|_{\theta, E}$ on $Y_{\theta}$ as follows: the new norm on $Y_{1}$ is the $L_{|x-\zeta|^{2}}^{2}$ norm, the norm on $Y_{0}$ remains the same and the norm on $Y_{\theta}$ when $0<\theta<1$ is obtained by interpolation. (this trick is suggested by an idea in [3]). We let $Y_{\theta, E}$ be $Y_{\theta}$ with the $\left\|\|_{\theta, E}\right.$ norm. The point is that the operator $f \rightarrow \tau_{E} \mathcal{I}_{1} f$ may easily be seen to be an isometry on $Y_{1, E}$. Furthermore, using that $\nu$ has zero first moment, it is not hard to show that convolution with $\nu$ has norm $\leq 1+\mathcal{O}\left(\lambda^{2}\right)$ on $Y_{1, E}$. It follows that $T_{E}^{2}$ has norm $\leq 1+\mathcal{O}\left(\lambda^{2}\right)$ on $Y_{1, E}$. On the other hand $T_{E}^{2}$ has norm $\leq 1-C^{-1} \lambda^{2}$ on $Y_{0}$ by Theorem 4.5. It follows by interpolation that $T_{E}^{2}$ has norm $\leq 1-C^{-1} \lambda^{2}$ on $Y_{\theta, E}$ for $\theta \leq \theta_{0}$, hence $\left\|\left(\mathrm{id}-T_{E}\right)^{-1}\right\|_{Y_{\theta, E} \rightarrow Y_{\theta, E}} \leq$ $\left\|\mathrm{id}+T_{E}\right\|_{Y_{\theta, E} \rightarrow Y_{\theta, E}}\left\|\left(\mathrm{id}-T_{E}^{2}\right)^{-1}\right\|_{Y_{\theta, E} \rightarrow Y_{\theta, E}} \lesssim \lambda^{-2}$. This implies (iii) since $\left\|\|_{\theta}\right.$ and $\| \|_{\theta, E}$ are equivalent norms.

The function $f_{E}$ satisfies $\nu_{E} * \mathcal{I}_{1} f_{E}=f_{E}$ and therefore $\nu_{E} * \mathcal{I}_{1}\left(f_{E}-P_{E}\right)=f_{E}-P_{E}+$ $P_{E}-\nu_{E} * \mathcal{I}_{1} P_{E}$. By (53), this means that $f_{E}-P_{E}$ is obtained from $\nu_{E} * \mathcal{I}_{1} P_{E}-P_{E}$ by applying the operator $\left(\mathrm{id}-T_{E}\right)^{-1}: Y_{\theta} \rightarrow Y_{\theta}$. Hence by (52) and (iii),

$$
\begin{equation*}
\left\|f_{E}-P_{E}\right\|_{Y_{\theta}} \lesssim \lambda^{-2} \cdot \lambda^{2}=1 \tag{54}
\end{equation*}
$$

We now finish with the proof of the claim. We have $f_{E}-f_{E_{0}} \in Y_{\theta}$ by (53) and the obvious (from (ii)) fact that $P_{E}-P_{E_{0}} \in Y_{\theta}$, and

$$
\begin{aligned}
\nu_{E_{0}} * \mathcal{I}_{1}\left(f_{E}-f_{E_{0}}\right)-\left(f_{E}-f_{E_{0}}\right) & =\left(\nu_{E_{0}}-\nu_{E}\right) * \mathcal{I}_{1} f_{E} \\
& =\left(\tau_{E_{0}-E}-\mathrm{id}\right) f_{E} \\
& =\left(\tau_{E_{0}-E}-\mathrm{id}\right)\left(f_{E}-P_{E}\right)+\left(\tau_{E_{0}-E}-\mathrm{id}\right) P_{E}
\end{aligned}
$$

If $\theta$ is small, then the first term on the right side in the bottom formula has $Y_{\theta}$ norm $\lesssim\left|E-E_{0}\right|^{\alpha}$ for suitable $\alpha>0$, by (54) and (50). The second term has norm $\lesssim\left|E-E_{0}\right|$ by (51). The claim now follows from (iii).

To prove Proposition 4.8, we apply (47) with $d \tilde{\sigma}=P_{E_{0}}(x) d x$. This gives the formula for the difference of Liapunov exponents

$$
\begin{equation*}
\lambda(E)-\lambda\left(E_{0}\right)=\int \Gamma(x)\left(f_{E}(x)-f_{E_{0}}(x)\right) d x \tag{55}
\end{equation*}
$$

where

$$
\Gamma(x)=\int \log \left(\frac{x^{2} P_{E_{0}}(x)}{P_{E_{0}}\left(E_{0}+v-x^{-1}\right)}\right) d \nu(v)
$$

Letting $\zeta$ correspond to $E_{0}$ as in (48) we may rewrite (55) as follows:

$$
\begin{aligned}
\frac{x^{2} P_{E_{0}}(x)}{P_{E_{0}}\left(E_{0}+v-x^{-1}\right)} & =x^{2} \frac{\left|E_{0}+v-x^{-1}-\zeta\right|^{2}}{|x-\zeta|^{2}} \\
& =\left|(1+v \zeta) \frac{z-\frac{\zeta}{1+v \zeta}}{z-\zeta}\right|^{2}
\end{aligned}
$$

hence

$$
\lambda(E)-\lambda\left(E_{0}\right)=\int \tilde{\Gamma}(x)\left(f_{E}(x)-f_{E_{0}}(x)\right) d x
$$

where

$$
\begin{equation*}
\tilde{\Gamma}(z)=2 \int \log \left|\frac{z-\frac{\zeta}{1+v \zeta}}{z-\zeta}\right| d \nu(v) \tag{56}
\end{equation*}
$$

Because of the claim (with $\theta=0$ ) it now suffices to show that $\|\tilde{\Gamma}\|_{W^{\frac{1}{2}}} \lesssim \lambda^{2}$. We consider (56) with $z$ in the lower half space $\mathbb{R}_{-}^{2}$, and $v \in \operatorname{supp} \nu$. The functions

$$
\frac{z-\frac{\zeta}{1+v \zeta}}{z-\zeta}
$$

are bounded and bounded away from zero when $z \in \mathbb{R}_{-}^{2}$, uniformly over $v$ for fixed $\zeta$. Thus (56) defines a bounded harmonic function of $z$ on $\mathbb{R}_{-}^{2}$. Differentiating under the integral sign and using the zero moment condition, we obtain

$$
\left|\frac{\partial \tilde{\Gamma}}{\partial z}\right| \lesssim \lambda^{2}|z-\zeta|^{-2}
$$

which implies

$$
\left(\int_{\mathbb{R}_{-}^{2}}\left|\frac{\partial \tilde{\Gamma}_{\partial z}}{\partial z}\right|^{2}\right)^{\frac{1}{2}} \lesssim \lambda^{2}
$$

The $W^{\frac{1}{2}}$ norm coincides with the Dirichlet integral of the harmonic extension, so the proof is complete.

Remarks 1) If one compares Proposition 4.8 and Proposition 3.6 then one sees that it should be possible to use multiscale analysis as in [8] to prove the following estimate for the "localization length" in the one dimensional Anderson model, under the same assumptions as in Proposition 4.8:

Let $I$ be a compact interval contained in $(-2,2)$. Then with probability 1 , all eigenfunctions $\phi$ with eigenvalue in $I$ satisfy $|\phi(m)| \leq C_{\phi} e^{-C^{-1} \lambda^{2}|m|}$, with $C=C_{A \gamma I}$ being a fixed constant and $C_{\phi}$ a constant depending on $\phi$.

We omit the proof. It may be found in [24] together with analogous results when the randomization decays at $\infty$.
2) We have been unable to answer the following question. Fix a compact subinterval $I \subset(-2,2)$, and let $\nu$ be as in Proposition 4.8. Is the density of states Lipschitz (or better) on $I$ provided $\lambda$ is sufficiently small?

## 5. The lagrangian grassmannian

The purpose of this section is to prove a result like Theorem 4.6 for the action of $S p(n)$ on the Lagrangian (maximal isotropic) subspaces instead of projective space.

We will work in the "noncompact picture", i.e. with the action on $M(n)$, the $n \times n$ symmetric matrices. We define translation operators $\tau_{A}(A \in M(n))$ acting on functions on $M(n)$ via $\tau_{A} f(T)=f(T-A)$. The inner product on $M(n)$ is given by $\langle A, B\rangle=\operatorname{tr}(A B)$, and other quantities defined in terms of the inner product such as norm and Fourier transform will be interpreted accordingly. We let $\mathcal{D}=\{A \in M(n):|\operatorname{det} A| \leq 1\}$ and define an inversion operator on functions via

$$
\mathcal{I} f(A)=|\operatorname{det} A|^{-\frac{n+1}{2}} f\left(A^{-1}\right)
$$

Then $\mathcal{I}$ is unitary on $L^{2}$ and evidently interchanges functions supported on $\mathcal{D}$ and on $\mathcal{D}^{c}$.
Theorem 5.1 Let $\mu$ be a probability measure on $M(n)$ and assume that the plane $\Sigma(\mu) \subset M(n)\left(\right.$ cf. (14)) contains a positive definite matrix. Define $T_{\lambda}: L^{2}(M(n)) \rightarrow$ $L^{2}(M(n))$ via

$$
T_{\lambda} f=\mathcal{I} f * \mu_{\lambda}
$$

where $\mu_{\lambda}$ is the dilation of $\mu$ by $\lambda$, cf. (11). Then, for $\lambda \in(0,1]$,

$$
\left\|T_{\lambda}^{2}\right\|_{L^{2} \rightarrow L^{2}} \leq 1-C^{-1} \lambda^{2}
$$

where $C$ depends on $\mu$.
Remarks 1. More precisely, let $\lambda_{n}(P)$ and $\lambda_{1}(P)$ be the largest and smallest eigenvalues of the matrix $P$. Then $C$ depends on $n$, on a bound for the quantity

$$
\inf \left(\frac{\lambda_{n}(P)}{\lambda_{1}(P)}: P \in \Sigma(\mu), P \text { positive definite }\right)
$$

and on constants $A$ and $\gamma$ for which (10) and (9) hold for all $e \in \Sigma(\mu)$. It follows for example that the bound is uniform over the family of all translates of a given measure $\mu$ and over any weak* compact family with a given $\Sigma(\mu)$.
2. As with our earlier results, one can also consider the product of operators corresponding to two different measures. Thus if $\mu^{1}$ and $\mu^{2}$ are two measures satisfying the hypotheses and if $T_{j, \lambda} f=I f * \mu_{\lambda}^{j}$, then $\left\|T_{1, \lambda} T_{2, \lambda}\right\| \leq 1-C^{-1} \lambda^{2}$. This follows by making appropriate (purely notational) changes in the last part of the proof below.

Theorem 5.1 differs from Theorem 4.1 in that the set $\mathcal{D}$ is not compact, which means that the usual "elliptic" uncertainty principle (e.g. Lemma 4.2) is not applicable. We will base the proof on the fact that the relevant differential operator (the Cayley operator) is hyperbolic in positive definite directions together with Corollary 1.3 and an uncertainty principle type lemma for hyperbolic operators, Lemma 5.2 below. This approach is likely not the shortest possible but it is natural from a certain point of view and Lemma 5.2
may be of some independent interest. We recall that the Cayley operator (for symmetric matrices) is the order $n$ constant coefficient differential operator acting on functions on $M(n)$,

$$
\Omega=\operatorname{det}\left(\begin{array}{llr}
\frac{\partial}{\partial t_{11}} & \cdots & \frac{\partial}{\partial t_{1 n}} \\
\cdot & & \cdot \\
\cdot & & \cdot \\
\cdot & & \cdot \\
\frac{\partial}{\partial t_{1 n}} & \cdots & \frac{\partial}{\partial t_{n n}}
\end{array}\right)
$$

where $\left\{t_{i j}\right\}$ are the entries of the matrix in question.
Let $p$ be a homogenous polynomial in $\mathbb{R}^{d}$ with real coefficients, $P(D)=p\left(\frac{\partial}{\partial x_{1}}, \ldots, \frac{\partial}{\partial x_{j}}\right)$ the corresponding constant coefficient differential operator, $e \in \mathbb{R}^{d}$ a unit vector, and assume
(i) $p$ is hyperbolic in the $e$ direction, i.e., if $\xi \in \mathbb{R}$ then the equation $p(\xi-t e)=0$ has only real roots.
(ii) $|p(\xi+i e)| \geq C^{-1}(|\xi|+1)$ for any $\xi \in \mathbb{R}^{d}$.
(iii) If $\left\{\lambda_{j}(\xi)\right\}$ are the roots of $p(\xi+t e)=0$, ordered so that $\lambda_{j}(\xi) \leq \lambda_{j+1}(\xi)$, then $\left|\lambda_{j}(\xi)-\lambda_{j}(\eta)\right| \leq C|\xi-\eta|$.
(iv) the set $\left\{\xi \in \mathbb{R}^{d}: p(\xi+t e)=0\right.$ has a multiple root $\}$ has measure zero.

Also let $E \subset \mathbb{R}$ be a set with the following property:

$$
\begin{equation*}
\sup _{a \in \mathbb{R}^{d}} \mid\{t \in \mathbb{R}: t=x \cdot e \text { for some } x \in E \cap D(a, 1)\} \mid<\epsilon \tag{57}
\end{equation*}
$$

Lemma 5.2 If $p$ satisfies (i) - (iv) and $E$ satisfies (57) then there is an a priori estimate on Schwarz functions

$$
\|u\|_{L^{2}(E)} \leq C \epsilon^{1 / 2}\left(\|u\|_{L^{2}}+\|p(D) u\|_{L^{2}}\right)
$$

Remark: The example we care about is $d=\frac{n(n+1)}{2}, p(D)=$ Cayley operator on $n \times n$ symmetric matrices, $e$ any positive definite matrix.

We show that (i) - (iv) are then satisfied. If $\xi \in M(n)$, then

$$
p(\xi-t e)=\operatorname{det}(e) \cdot \operatorname{det}\left(e^{-\frac{1}{2}} \xi e^{-\frac{1}{2}}-t\right)
$$

So the roots $\left\{\lambda_{j}\right\}$ of $p(\xi+t e)=0$ are the eigenvalues of the symmetric matrix $e^{-\frac{1}{2}} \xi e^{-\frac{1}{2}}$. This gives (i), and (ii) also follows: $|p(\xi+i e)|=\operatorname{det} e \prod_{j}\left|\lambda_{j}-i\right|$. All the factors are $\geq 1$ and at least one must be comparable to $|\xi|+1$. Property (iv) is obvious, and (iii) is a basic fact in eigenvalue perturbation theory (see [25], Theorem 1.20 (b) for example).

Note though that the Cayley operator is not strictly hyperbolic if $n \geq 3$. In order to avoid assuming strict hyperbolicity we need some estimates on trigonometric polynomials which are independent of any lower bounds on the gaps between frequencies, which we now record.

Lemma 5.3 Let $q(t)=\sum_{j=1}^{N} a_{j} e^{2 \pi i \lambda_{j} t}$ where the $\left\{\lambda_{j}\right\}$ are real numbers. Then
(i) For any $R,\|q\|_{L^{\infty}([-R, R])} \leq C(N, R)\|q\|_{L^{1}([-1,1])}$
(ii) If $\left|\lambda_{j}\right| \leq 1$ for all $j$, then $\left\|q^{\prime}\right\|_{L^{\infty}([-1,1])} \leq C(N)\|q\|_{L^{\infty}([-1,1])}$
(iii) Suppose all $\left\{\lambda_{j}\right\}$ belong to the set $\{|\lambda| \geq 1\} \cup\{|\lambda| \leq \rho\}$, where $\rho<1$. Let $q_{1}=$ $\sum_{j:\left|\lambda_{j}\right| \leq \rho} a_{j} e^{2 \pi i \lambda_{j} t}$ Then $\left\|q_{1}\right\|_{L^{\infty}([-1,1])} \leq C(N, \rho)\|q\|_{L^{\infty}([-1,1])}$.

Proof All of this must clearly be known, but we do not know a reference for (iii), so we will give proofs starting from a basic inequality of Turan (see [14], p. 62 or [21] - the latter reference also gives several applications of Turan's method to questions about the uncertainty principle). Turan's inequality is

$$
\begin{equation*}
\|q\|_{L^{\infty}([-R, R])} \leq C(N, R)\|q\|_{L^{\infty}([-1,1])} \tag{58}
\end{equation*}
$$

with an explicit $C(N, R)$, whose value we do not need here.
(i) This is a direct consequence of [21], Theorem I, but we will give a proof since the same argument will be used below to prove (iii). Consider the function

$$
\phi(x)=1-\prod_{j=1}^{N}\left(1-\left(\frac{\sin \left(x-\lambda_{j}\right)}{x-\lambda_{j}}\right)^{2}\right)
$$

This is an entire function of exponential type $\lesssim N$ and also satisfies $\|\phi\|_{L^{1}(\mathbb{R})} \lesssim N$ since $\phi(x) \leq \sum_{j}\left(\frac{\sin \left(x-\lambda_{j}\right)}{x-\lambda_{j}}\right)^{2}$. It follows that $\hat{\phi}$ is supported in $|x| \leq C N$ and $\|\hat{\phi}\|_{\infty} \leq C N$. Furthermore, $\phi\left(\lambda_{j}\right)=1$ for all $j$. So (constants depend on $N$ )

$$
|q(0)|=\left|\sum_{j} a_{j}\right|=\left|\langle\hat{q}, \phi\rangle=|\langle q, \hat{\phi}\rangle| \lesssim\|q\|_{L^{1}([-C N, C N])}\right.
$$

where we used the distributional Fourier transform. It follows by translation invariance that $\|q\|_{L^{\infty}([-1,1])} \lesssim\|q\|_{L^{1}([-C N-1, C N+1])}$. Then (58) implies

$$
\|q\|_{L^{\infty}([-R, R])} \lesssim\|q\|_{L^{1}([-C N-1, C N+1])}
$$

for any fixed $R$ and then (i) follows by rescaling.
(ii) We skip this argument since a stronger result is explicitly proved in [14].
(iii) We will construct a function $\phi$ such that

- $\phi$ has exponential type $\leq C(N, \rho)$
- $\|\phi\|_{L^{1}(\mathbb{R})} \leq C(N, \rho)$
- $\phi\left(\lambda_{j}\right)=1$ when $\left|\lambda_{j}\right| \leq \rho, \phi\left(\lambda_{j}\right)=0$ when $\left|\lambda_{j}\right| \geq 1$

The following function has the indicated properties: let $b_{i j}$ be numbers such that $b_{i j}\left(\lambda_{j}-\lambda_{i}\right)=\pi(\bmod 2 \pi \mathbb{Z})$ and $1 \leq\left|b_{i j}\right| \leq \frac{\pi}{1-\rho}$ and define

$$
\phi(x)=\prod_{i:\left|\lambda_{i}\right| \geq 1}\left(1-\prod_{j:\left|\lambda_{j}\right| \leq \rho}\left(1-\left(\frac{\sin b_{i j}\left(x-\lambda_{j}\right)}{b_{i j}\left(x-\lambda_{j}\right)}\right)^{2}\right)\right)
$$

The same argument as for (i) now shows that $\left\|q_{1}\right\|_{L^{\infty}([-1,1])} \leq C_{N}\|q\|_{L^{1}([-C N-1, C N+1])}$ and then (iii) follows from (i).

Remark Part (iii) will be used in the following way. Suppose that

$$
q(t)=\sum_{j=1}^{N} a_{j} e^{2 \pi i \lambda_{j} t}, \quad \lambda_{j}<\lambda_{j+1}
$$

is a trigonometric polynomial. Then we can put the frequencies into groups $\left\{g_{n}\right\}_{n=-\infty}^{\infty}$ so that
(i) $\lambda_{j} \in g_{n} \Rightarrow\left|\lambda_{j}-n\right|<1$
(ii) $\lambda_{j} \in g_{n}, \lambda_{k} \notin g_{n} \Rightarrow\left|\lambda_{j}-\lambda_{k}\right| \geq \frac{1}{N}$

Namely, for each $n$ there is an interval $\left(c_{n}, d_{n}\right) \subset[n, n+1]$ of length $\geq N^{-1}$ which contains no $\lambda_{j}$ 's. We fix such an interval for each $n$ and define

$$
g_{n}=\left\{\lambda_{j}: d_{n-1} \leq \lambda_{j} \leq c_{n}\right\}
$$

If we define

$$
b_{n}(t)=\sum_{\lambda_{j} \in g_{n}} a_{j} e^{2 \pi i\left(\lambda_{j}-n\right) t}
$$

so that

$$
q(t)=\sum_{n} b_{n}(t) e^{2 \pi i n t}
$$

then Lemma 5.3 (iii) implies (uniformly in $n$ ) that

$$
\left\|b_{n}\right\|_{L^{\infty}([-1,1])} \lesssim\|q\|_{L^{2}([-1,1])}
$$

Proof of Lemma 5.2 We can assume $e=e_{d}$ and will denote points of $\mathbb{R}^{d}$ by $(x, t), x \in$
$\mathbb{R}^{d-1}, t \in \mathbb{R}$.
We subdivide $\mathbb{R}^{d}$ in "slabs"

$$
S_{n} \stackrel{\text { def }}{=}\{(x, t): n \leq t<n+1\}, n \in \mathbb{Z}
$$

and will also denote $S_{0}$ by $S$. It suffices to show that

$$
\begin{equation*}
\|u\|_{L^{2}(E \cap S)} \lesssim \sqrt{\epsilon}\left(\|u\|_{L^{2}(S)}+\|p(D) u\|_{L^{2}(S)}\right) \tag{59}
\end{equation*}
$$

since the corresponding statement for $S_{n}$ then follows by translation invariance and the lemma follows by taking an $\ell^{2}$ sum over $n$.

Let $f=\chi_{S} p(D) u$ and consider the solution of $p(D) v=f$ given by

$$
\widehat{e^{2 \pi t} v}=p((\xi, \tau)+i \cdot(0,1))^{-1} \widehat{e^{2 \pi t} f}
$$

Property (ii) implies that

$$
\left\|e^{2 \pi t} v\right\|_{W^{12}} \lesssim\|p(D) u\|_{L^{2}(S)}
$$

where $W^{12}$ is the inhomogeneous Sobolev space, i.e. $\|g\|_{W^{12}}^{2} \stackrel{\text { def }}{=}\|g\|_{2}^{2}+\|\nabla g\|_{2}^{2}$. It follows in particular that

$$
\begin{equation*}
\|v\|_{L^{2}(S)}+\|\dot{v}\|_{L^{2}(S)} \lesssim\|p(D) u\|_{L^{2}(S)} \tag{60}
\end{equation*}
$$

where $\dot{v}=\frac{\partial v}{\partial t}$. Applying the one dimensional inequality

$$
\begin{equation*}
\|v\|_{L^{\infty}([0,1])} \lesssim\|v\|_{L^{2}([0,1])}+\|\dot{v}\|_{L^{2}([0,1])} \tag{61}
\end{equation*}
$$

in the $t$ variable and using (57), we obtain

$$
\begin{equation*}
\|v\|_{L^{2}(S \cap E)} \lesssim \sqrt{\epsilon}\|p(D) u\|_{L^{2}(S)} \tag{62}
\end{equation*}
$$

Set $w=u-v$. We are going to show that

$$
\begin{equation*}
\|w\|_{L^{2}(S \cap E)} \lesssim \sqrt{\epsilon}\|w\|_{L^{2}(S)} \tag{63}
\end{equation*}
$$

This will finish the proof of (59) (hence of the lemma) since then

$$
\begin{aligned}
\|u\|_{L^{2}(S \cap E)} & \lesssim \sqrt{\epsilon}\left(\|w\|_{L^{2}(S)}+\|p(D) u\|_{L^{2}(S)}\right) \quad \text { by }(61) \text { and }(63) \\
& \lesssim \sqrt{\epsilon}\left(\|u\|_{L^{2}(S)}+\|v\|_{L^{2}(S)}+\|p(D) u\|_{L^{2}(S)}\right) \\
& \lesssim \sqrt{\epsilon}\left(\|u\|_{L^{2}(S)}+\|p(D) u\|_{L^{2}(S)}\right)
\end{aligned}
$$

by (60).

Let $\tilde{w}(\xi, t)$ be the partial Fourier transform in the $x$ variables, i.e.

$$
\tilde{w}(\xi, t)=\int w(x, t) e^{2 \pi i x \cdot \xi} d x
$$

Then, since $p(D) w=0$ on $S$ we have (here we use assumption (iv))

$$
\tilde{w}(\xi, t)=\sum a_{j}(\xi) e^{2 \pi i \lambda_{j}(\xi) t}
$$

where $\left\{\lambda_{j}(\xi)\right\}$ are the roots of $p((\xi, 0)+t \cdot(0,1))=0$. By the remark after Lemma 5.3 this means that

$$
\tilde{w}(\xi, t)=\sum_{m \in \mathbb{Z}} b_{m}(\xi, t) e^{2 \pi i m t}
$$

where the $b_{m}$ are trigonometric polynomials with frequencies in $[-1,1]$ and

$$
\int_{0}^{1}\left|b_{m}(\xi, t)\right|^{2} d t \lesssim \int_{0}^{1}|\hat{w}(\xi, t)|^{2} d t
$$

uniformly in $m$ and $\xi$. For fixed $\xi$ there are only a bounded number of values of $m$ with $b_{m}(\xi, \cdot) \neq 0$, so in fact

$$
\begin{equation*}
\sum_{m \in \mathbb{Z}} \int_{0}^{1}\left|b_{m}(\xi, t)\right|^{2} d t \lesssim \int_{0}^{1}|\hat{w}(\xi, t)|^{2} d t \tag{64}
\end{equation*}
$$

uniformly in $\xi$.
Now let $\phi$ be a fixed Schwarz function in $\mathbb{R}^{d-1}$ such that $\hat{\phi}$ has compact support and $|\phi(x)| \geq 1$ when $|x| \leq \sqrt{d}$. For $k \in \mathbb{Z}^{d-1}$, let $\phi_{k}(x)=\phi(x-k)$. Let $\psi_{k}=\hat{\phi}_{k}$ and let $b_{m}^{(k)}=\psi_{k} * b_{m}$, where the convolution is on $\mathbb{R}^{d-1}$. Then

$$
\begin{align*}
& \sum_{k \in \mathbb{Z}^{d-1}}\left\|b_{m}^{(k)}(\cdot, t)\right\|_{L^{2}(d \xi)}^{2} \lesssim\left\|b_{m}(\cdot, t)\right\|_{L^{2}(d \xi)}^{2}  \tag{65}\\
& \sum_{k \in \mathbb{Z}^{d-1}}\left\|\dot{b}_{m}^{(k)}(\cdot, t)\right\|_{L^{2}(d \xi)}^{2} \lesssim\left\|\dot{b}_{m}(\cdot, t)\right\|_{L^{2}(d \xi)}^{2} \tag{66}
\end{align*}
$$

uniformly in $t \in[0,1]$ and $m$; these estimates just follow from the Plancherel theorem in $\mathbb{R}^{d-1}$ since $\sum_{k \in \mathbb{Z}^{d-1}}|\phi(x-k)|^{2}$ is bounded. Furthermore, for fixed $\xi$ we can apply parts (i) and (ii) of Lemma 5.3 to the trigonometric polynomial $b_{m}(\xi, \cdot)$ obtaining

$$
\begin{equation*}
\sup _{t \in[0,1]}\left(\left|b_{m}(\xi, t)\right|^{2}+\left|\dot{b}_{m}(\xi, t)\right|^{2}\right) \lesssim \int_{0}^{1}\left|b_{m}(\xi, t)\right|^{2} d t \tag{67}
\end{equation*}
$$

uniformly in $\xi$. If we integrate (67) $d t$ and (65),(66) $d \xi$ we get

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}^{d-1}}\left\|b_{m}^{(k)}\right\|_{L^{2}(S)}^{2}+\left\|\dot{b}_{m}^{(k)}\right\|_{L^{2}(S)}^{2} \lesssim\left\|b_{m}\right\|_{L^{2}(S)}^{2} \tag{68}
\end{equation*}
$$

uniformly in $m$. Now, by the thinnness assumption (57),

$$
\|w\|_{L^{2}(S \cap E)} \lesssim \sum_{k \in \mathbb{Z}^{d-1}} \int_{D(k, \sqrt{d}) \times Y_{k}}|w(x, t)|^{2} d x d t
$$

where the $Y_{k}$ are subsets of $[0,1]$ with measure $\lesssim \epsilon$. Consequently

$$
\begin{align*}
\|w\|_{L^{2}(S \cap E)} & \lesssim \sum_{k \in \mathbb{Z}^{d-1}} \int_{\mathbb{R}^{d-1} \times Y_{k}}\left|\phi_{k} w\right|^{2} d x d t \\
& =\int_{\mathbb{R}^{d-1} \times Y_{k}}\left|\sum_{m} b_{m}^{(k)}(\xi, t) e^{2 \pi i m t}\right|^{2} d \xi d t \tag{69}
\end{align*}
$$

by Plancherel. Assumption (iii) implies (since $\hat{\phi}$ has compact support) that for fixed $\xi$ and $k$ there are only a bounded number of values of $m$ for which $b_{m}^{(k)}(\xi, t) \neq 0$. So by Cauchy-Schwarz,

$$
(69) \lesssim \int \sum_{k, m} \int_{Y_{k}}\left|b_{m}^{(k)}(\xi, t)\right|^{2} d t d \xi
$$

Using (61) we obtain

$$
\int_{Y_{k}}\left|b_{m}^{(k)}(\xi, t)\right|^{2} d t \lesssim \epsilon\left(\int_{0}^{1}\left|b_{m}^{(k)}(\xi, t)\right|^{2} d t+\int_{0}^{1}\left|\dot{b}_{m}^{(k)}(\xi, t)\right|^{2} d t\right)
$$

so (68) implies

$$
\begin{aligned}
\|w\|_{L^{2}(S \cap E)}^{2} & \lesssim \int \sum_{m} \int\left|b_{m}(\xi, t)\right|^{2} d t d \xi \\
& \lesssim \epsilon\|w\|_{L^{2}(S)}^{2}
\end{aligned}
$$

where the last line follows from (64).
Corollary 5.4 Assume that $E \subset M(n)$ satisfies (57), with $e$ being positive definite. Let $\left.\overline{u \in L^{2}(M(n)}\right)$ be such that $\operatorname{supp} \hat{u} \subset \mathcal{D}$. Then

$$
\begin{equation*}
\|u\|_{L^{2}(E)} \leq C \epsilon^{\frac{1}{2}}\|u\|_{2} \tag{70}
\end{equation*}
$$

Proof We can assume that $u$ is a Schwarz function, and then (70) follows by applying Lemma 5.2 to the Cayley operator, since supp $\hat{u} \subset \mathcal{D}$ implies $\|\Omega u\|_{2} \leq\|u\|_{2}$.

Proof of Theorem 5.1 Define $\mathcal{J}$ via $\widehat{\mathcal{J} f}=\mathcal{I} \hat{f}$. Taking Fourier transforms, we see it suffices to prove that $\left\|\hat{\mu}_{\lambda} \mathcal{J} \hat{\mu}_{\lambda}\right\|_{L^{2} \rightarrow L^{2}} \leq 1-C^{-1} \lambda^{2}$.

Let $H=\{u: \operatorname{supp} \hat{u} \subset \mathcal{D}\}$. Let $e$ be a positive definite matrix in $\Sigma(\mu)$ and for suitable constants $C$ and $\epsilon$ let $E=\left\{m \in M(n):\left|\hat{\mu}_{\lambda}(m)\right| \geq 1-C^{-1} \epsilon^{2} \lambda^{2}\right\}$. Corollary 1.3 implies that $E$ satisfies (57). Hence if $\epsilon$ is small then by Corollary 5.4

$$
\|u\|_{L^{2}(E)} \leq \frac{1}{4}\|u\|_{2}
$$

for all $u \in H$. Since $\mathcal{J}$ interchanges $H$ and $H^{\perp}$ the result now follows from Lemma 4.3. $\square$
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Appendix: A general contraction property in $P S L(2, \mathbb{R})$
After submitting this paper we realized that some of the results in the later sections can be proved without using Fourier transforms. In particular this means that there is no
need to restrict to situations involving parabolic elements. Here we will prove a general form of Theorem 4.5. This can be read independently of the rest of the paper.

Before stating it we introduce some notation. $\mathbb{H}=\{z=x+i y \in \mathbb{C}: y>0\}$ will be the upper half space and $\mathbb{R}^{*}=\mathbb{R} \cup\{\infty\}$ its boundary. The closure of a set in $\mathbb{H}$ will be its closure relative to $\mathbb{H} \cup \mathbb{R}^{*}$. An interval in $\mathbb{R}^{*}$ will be allowed to contain $\infty$, i.e. will be any connected subset of $\mathbb{R}^{*}$. We regard $P S L(2, \mathbb{R})$ as acting on $\mathbb{H}$ and on $\mathbb{R}^{*}$ via Mobius transformations, normalizing as in [19]. Thus, if

$$
g=\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in P S L(2, \mathbb{R})
$$

and $x \in \mathbb{H} \cup \mathbb{R}^{*}$ then $g x=\frac{d x+c}{b x+a}$. We will use the subgroups stabilizing a one or two point set:

If $z \in \mathbb{H}$, then $\mathcal{F}_{z} \stackrel{\text { def }}{=}\{g \in P S L(2, \mathbb{R}): g z=z\}$.
If $x \in \mathbb{R}^{*}$, then $\mathcal{F}_{x} \stackrel{\text { def }}{=}\{g \in P S L(2, \mathbb{R}): g x=x\}$.
If $x, y \in \mathbb{R}^{*}, x \neq y$, then $\mathcal{F}_{x, y} \stackrel{\text { def }}{=}\{g \in P S L(2, \mathbb{R}): g$ maps the set $\{x, y\}$ into itself $\}$.
A convenient reference for basic properties of Mobius transformations is [30]. Abusing slightly the terminology in [30], we define an elementary subgroup of $\operatorname{PSL}(2, \mathbb{R})$ to be a subgroup which is of one of the three types $\mathcal{F}_{z}, \mathcal{F}_{x}$ or $\mathcal{F}_{x, y}$. Any left coset of an elementary subgroup is also a right coset of some elementary subgroup and vice versa.

By a representation we will always mean a unitary representation of $\operatorname{PSL}(2, \mathbb{R})$. For $0<\alpha<1$, we let $\mathcal{C}^{\alpha}$ be the complementary series representation as defined in [19]; thus, if $u=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$, then

$$
\begin{equation*}
\mathcal{C}^{\alpha}(u) f(x)=|-b x+d|^{-(1+\alpha)} f\left(\frac{a x-c}{-b x+d}\right) \tag{71}
\end{equation*}
$$

We will view $\mathcal{C}^{\alpha}$ as acting on the $L^{2}$ Sobolev space

$$
W^{-\frac{\alpha}{2}}(\mathbb{R})=\left\{f:\|f\|^{2} \stackrel{\text { def }}{=} \int_{\mathbb{R}}|\hat{f}(\xi)|^{2}|\xi|^{-\alpha} d \xi<\infty\right\}
$$

This norm is the same as the one in [19] as may be seen by taking Fourier transforms.
For reasons that will be clear below, we will use $\mathcal{C}^{0}$ to denote the principal series representation obtained by inducing the trivial representation of the upper triangular subgroup, i.e. the representation called $\mathcal{P}^{+, 0}$ in [19]. Thus $\mathcal{C}^{0}$ acts on $L^{2}(\mathbb{R})$ and $\mathcal{C}^{0} u$ is given by (71) with $\alpha=0$.

Theorem A. 1 Let $\mu$ be a probability measure on $\operatorname{PSL}(2, \mathbb{R})$ and assume that $\operatorname{supp} \mu$ is not contained in a coset of an elementary subgroup.

Let $\rho$ be a representation of $\operatorname{PSL}(2, \mathbb{R})$ such that for some $\delta>0$, the direct integral decomposition of $\rho$ does not contain the trivial representation nor the representations $\mathcal{C}^{u}, u>1-\delta$. Define $\rho(\mu)=\int \rho(g) d \mu(g)$. Then $\|\rho(\mu)\|<1$.

Corollary A. 2 Let $\mu$ be a probability measure on $\operatorname{PSL}(2, \mathbb{R})$ such that $\operatorname{supp} \mu$ is not contained in an elementary subgroup. Let $\rho$ be a representation satisfying the condition in Theorem A.1. Then $\left\|\rho(\mu)^{3}\right\|<1$.

Proof of the corollary If $E \subset P S L(2, \mathbb{R})$ then let $E^{k}=\left\{\Pi_{j=1}^{k} e_{j}: e_{1}, e_{2}, \ldots, e_{k} \in E\right\}$. Using that a Mobius transformation has at most two fixed points it is easy to see that if $E$, $E^{2}$ and $E^{3}$ are each contained in a coset of an elementary subgroup, then $E$ is contained in an elementary subgroup. We leave details of this argument to the reader. Let $\mu$ be a probability measure, $E=\operatorname{supp} \mu$. If $\left\|\rho(\mu)^{3}\right\|=1$, then of course also $\left\|\rho(\mu)^{2}\right\|=\|\rho(\mu)\|=$ 1. Combining the preceding observation with Theorem A. 1 we get the result.

Remarks 1. Theorem A. 1 can be applied to the left regular representation of $P S L(2, \mathbb{R})$, whose direct integral decomposition contains no complementary series representations. It follows that if $\mu$ is a probability measure not supported on a coset of an elementary subgroup, then left (or right) convolution with $\mu$ is a strict contraction on $L^{2}(P S L(2, \mathbb{R})$ ). Theorem A. 1 also be applied to $L^{2}(P S L(2, \mathbb{R}) / \Gamma)$ as indicated in the remarks in section 4.
2. The hypothesis that $\mu$ not be supported on an elementary subgroup is exactly the hypothesis of Furstenburg's theorem [11] in the case of $\operatorname{PSL}(2, \mathbb{R})$, so our assumptions are the natural ones. In fact it is easy to construct various examples showing that if $\mu$ is supported on an elementary subgroup then $\rho(\mu)$ can have spectral radius 1 .

Now the proof of Theorem A.1. It suffices to consider irreducible representations, and although this could be avoided, we will simplify matters a bit further by using the "principe de majoration" of Herz, which implies that it suffices to consider the representations $\mathcal{C}^{\alpha}, 0 \leq \alpha<1$. This follows just as in [31] for example: the principe de majoration (e.g. [31], Lemma 5.2) shows that if $\rho$ is induced from a unitary representation of the upper triangular subgroup then $\|\rho(\mu)\| \leq\left\|\mathcal{C}^{0}(\mu)\right\|$. The other principal series representations as well as the regular representation are induced from the upper triangular subgroup, and the discrete series representations are direct summands of the regular representation. Thus, Theorem A. 1 is equivalent to the following

Theorem A. $1^{\prime}$ Let $\mu$ be a probability measure on $\operatorname{PSL}(2, \mathbb{R})$ not supported on a coset of an elementary subgroup. Then, for any $\delta>0$ there is $\epsilon>0$ such that $\left\|\mathcal{C}^{\alpha}(\mu)\right\|<1-\epsilon$ for all $\alpha \in[0,1-\delta)$.

We define an $\epsilon$-invariant vector for an operator $T$ in the usual way, i.e. as a vector $f$ such that $\|T f-f\|<\epsilon\|f\|$, and a vector is $\epsilon$-invariant for a collection of operators $\mathcal{T}$ if it is $\epsilon$ - invariant for each $T \in \mathcal{T}$. Thus no vector is 0 - invariant. It is well-known that bounding $\|\rho(\mu)\|$ away from 1 reduces to a question of nonexistence of $\epsilon$-invariant vectors for small $\epsilon>0$. The following lemma is a convenient formulation of this principle.

Lemma A. 3 Let $k$ be a positive integer, $\rho$ a unitary representation, and for each $g, g_{1}, \cdots, g_{k}$, let $\epsilon\left(g ; g_{1} \ldots g_{k}\right)$ be such that collection of operators $\left\{\rho\left(g_{1} g^{-1}\right), \ldots, \rho\left(g_{k} g^{-1}\right)\right\}$ has no $\epsilon\left(g ; g_{1} \ldots g_{k}\right)$-invariant vectors. (We allow the possibility that $\epsilon\left(g ; g_{1} \ldots g_{k}\right)=0$ ) Then for any probability measure $\mu$

$$
1-\|\rho(\mu)\|^{2} \geq(2 k)^{-1} \int \epsilon\left(g ; g_{1} \ldots g_{k}\right)^{2} d \mu(g) d \mu\left(g_{1}\right) \ldots d \mu\left(g_{k}\right)
$$

Proof For any unit vector $f$,

$$
\begin{aligned}
1-\|\rho(\mu) f\|^{2} & =\frac{1}{2} \int\|\rho(g) f-\rho(\bar{g}) f\|^{2} d \mu(g) d \mu(\bar{g}) \\
& =\frac{1}{2 k} \int \sum_{i=1}^{k}\left\|\rho(g) f-\rho\left(g_{i}\right) f\right\|^{2} d \mu(g) d \mu\left(g_{1}\right) \ldots d \mu\left(g_{k}\right) \\
& \geq \frac{1}{2 k} \int \epsilon\left(g ; g_{1} \ldots g_{k}\right)^{2} d \mu(g) d \mu\left(g_{1}\right) \ldots d \mu\left(g_{k}\right)
\end{aligned}
$$

$\underline{\text { Lemma A. } 4 \text { Let } k \in(0,1) \cup(1, \infty) \text { and define }}$

$$
u_{k}=\left(\begin{array}{cc}
k^{\frac{1}{2}} & 0  \tag{72}\\
0 & k^{-\frac{1}{2}}
\end{array}\right) \in \operatorname{PSL}(2, \mathbb{R})
$$

Let $I$ be an interval in $\mathbb{R}$ of the form $[a, b]$ or $[-b,-a]$, where $0<a<\frac{b}{2}$. Let $n \in \mathbb{Z}^{+}$ be such that $\max \left(k^{n}, k^{-n}\right) \geq \frac{b}{a}$. Then, for $0 \leq \alpha \leq 1-\delta$, any unit vector $f$ which is $\epsilon$-invariant under $\mathcal{C}^{\alpha}\left(u_{k}\right)$ must satisfy

$$
\left\|\chi_{I} f\right\|_{W^{-\frac{\alpha}{2}}} \leq C(n \epsilon)^{\frac{1}{3}}
$$

where $C$ depends on $\delta$ only.
$\underline{\text { Proof We note that } \mathcal{C}^{\alpha}\left(u_{k}\right) f(x)=k^{\frac{1+\alpha}{2}} f(k x) \text {. } . . . . . ~}$
We consider the interval $[a, b]$, where $0<a \leq \frac{b}{2}$, and we may assume that $n=1$ and $k \geq \frac{b}{a}$, since any vector $\epsilon$ - invariant for a unitary operator $T$ is $\epsilon|n|$-invariant for $T^{n}$. We will use the following fact:

For $n \in \mathbb{Z}$, let $I_{n}=\left[k^{n} a, k^{n} b\right]$. Define $\Delta_{n} f$ via $\widehat{\Delta_{n} f}=\chi_{I_{n}} \hat{f}$, where $\chi_{I_{n}}$ is the indicator function of $I_{n}$. Let $S f$ be the Littlewood-Paley square function, $S f=\left(\sum_{n}\left|\Delta_{n} f\right|^{2}\right)^{\frac{1}{2}}$. Then, for $0 \leq \alpha \leq 1-\delta$,

$$
\begin{equation*}
\int_{\mathbb{R}}|S f(x)|^{2}|x|^{-\alpha} d x \leq C_{\delta} \int_{\mathbb{R}}|f(x)|^{2}|x|^{-\alpha} d x \tag{73}
\end{equation*}
$$

where $C_{\delta}$ depends on $\delta$ only.
When $\alpha=0$ this is obvious, and the general case is also well-known. For example, since $|x|^{-\alpha}$ is an $A_{2}$ weight uniformly in $\alpha \leq 1-\delta$, it follows from Theorem 2 of [32] by the randomization argument used there.

Using (73) and taking Fourier transforms, we have

$$
\begin{equation*}
\sum_{j}\left\|\chi_{I_{j}} f\right\|_{W^{-\frac{\alpha}{2}}}^{2} \leq C_{\delta}\|f\|_{W^{-\frac{\alpha}{2}}}^{2} \tag{74}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\left\|\chi_{I} f\right\|_{W^{-\frac{\alpha}{2}}}^{2} \leq C_{\delta}\|f\|_{W^{-\frac{\alpha}{2}}}^{2} \tag{75}
\end{equation*}
$$

Now let $f$ be an $\epsilon$-invariant vector with norm 1 and define $f_{m}=\mathcal{C}^{\alpha}\left(u_{k^{m}}\right) f$. Then $\left\|f-f_{m}\right\| \leq \epsilon|m|$ and therefore

$$
\left\|\chi_{I}\left(f-f_{m}\right)\right\| \leq C \epsilon|m|
$$

by (75). It follows that

$$
\text { If }|m| \leq \frac{\left\|\chi_{I} f\right\|}{2 C \epsilon}, \text { then }\left\|\chi_{I} f_{m}\right\| \geq \frac{1}{2}\left\|\chi_{I} f\right\|
$$

On the other hand, we have $\chi_{I} f_{m}=\mathcal{C}^{\alpha}\left(u_{k^{m}}\right)\left(\chi_{I_{m}} f\right)$, and $\mathcal{C}^{\alpha}\left(u_{k^{m}}\right)$ is unitary, so if $|m| \leq \frac{\left\|\chi_{I} f\right\|}{2 C \epsilon}$, then $\left\|\chi_{I_{m}} f\right\| \geq \frac{1}{2}\left\|\chi_{I} f\right\|$. If we square this, sum over $m$ and use (74) we obtain the following:

$$
\begin{aligned}
\epsilon^{-1}\left\|\chi_{I} f\right\|^{3} & \leq 8 C \sum_{|m| \leq \frac{\left\|\chi_{I^{\prime}}\right\|}{2 C \epsilon}}\left\|\chi_{I_{m}} f\right\|^{2} \\
& \lesssim\|f\|^{2}
\end{aligned}
$$

and therefore the lemma.
Lemma A. 5 Let $h_{1}$ and $h_{2}$ be two hyperbolic elements of $\operatorname{PSL}(2, \mathbb{R})$ without a common fixed point. Let $\left\{p_{i}, q_{i}\right\}$ be the fixed point set of $h_{i}$ and let $\left[p_{1}, q_{2}, p_{2}, q_{1}\right] \stackrel{\text { def }}{=} \frac{\left(p_{1}-p_{2}\right)\left(q_{2}-q_{1}\right)}{\left(p_{1}-q_{2}\right)\left(p_{2}-q_{1}\right)}$ be the cross ratio. Assume that

$$
\begin{gather*}
\operatorname{trace}\left(h_{i}\right) \geq 2+\eta^{2}, i=1,2  \tag{76}\\
\tau^{-1} \leq\left|\left[p_{1}, q_{1}, q_{2}, p_{2}\right]\right| \leq \tau \tag{77}
\end{gather*}
$$

for certain numbers $\eta \in(0,1]$ and $\tau \in[2, \infty)$.
Fix $\delta>0$ and let $\epsilon=C^{-1} \frac{\eta}{\log \tau}$ for a suitable constant $C=C_{\delta}$. Then the pair $\left\{\mathcal{C}^{\alpha}\left(h_{1}\right), \mathcal{C}^{\alpha}\left(h_{2}\right)\right\}$ has no $\epsilon$-invariant vectors if $0 \leq \alpha \leq 1-\delta$.

Remark Of course any hyperbolic $h_{1}$ and $h_{2}$ without common fixed points will satisfy (76) and (77) for some $\eta \in(0,1]$ and $\tau \in[2, \infty)$. Further, $\eta, \tau$ and therefore also $\epsilon$ may
be chosen uniformly over all pairs $\left(h_{1}, h_{2}\right)$ in a small neighborhood of a given one. The quantitative statement in Lemma A. 5 is used only through this uniformity property.

Proof The statement is clearly invariant under conjugation in $\operatorname{PSL}(2, \mathbb{R})$, so, with $u_{k}$ as in (72), we can assume that $h_{1}=u_{k}$ and that $h_{2}$ has fixed points $\omega$ and 1 , with $\tau^{-1} \leq$ $\omega<1$. Thus $h_{2}=v u_{m} v^{-1}$, where $v$ maps $\{0, \infty\}$ to $\{\omega, 1\}$. Here $k, m \in(0,1) \cup(1, \infty)$ must satisfy $k^{\frac{1}{2}}+k^{-\frac{1}{2}} \geq 2+\eta^{2}, m^{\frac{1}{2}}+m^{-\frac{1}{2}} \geq 2+\eta^{2}$.

Consider the four intervals in $\mathbb{R}^{*}$ defined by $I_{1}=\left[-2,-\frac{\omega}{2}\right], \quad I_{2}=\left[-\frac{\omega}{2}, \frac{\omega}{2}\right], \quad I_{3}=$ $\left[\frac{\omega}{2}, 2\right], I_{4}=[2,-2] . I_{1}$ and $I_{3}$ are of the form in Lemma A. 4 with $\frac{b}{a} \approx \omega^{-1} \leq \tau$ while the images of $I_{2}$ and $I_{4}$ under $v^{-1}$ are of the form in Lemma A. 4 with $\frac{b}{a} \leq$ constant. Let $n=C \frac{\log \tau}{\eta}$ for a suitable fixed constant $C$. By taking $C$ large enough, we can make $\max \left(k^{n}, k^{-n}\right) \geq C_{1} \tau$ (and also $\max \left(m^{n}, m^{-n}\right) \geq C_{1}$ ) for any fixed constant $C_{1}$. If $f$ is $\epsilon$-invariant for $\mathcal{C}^{\alpha}\left(h_{1}\right)$ and $\mathcal{C}^{\alpha}\left(h_{2}\right)$ then we can apply Lemma A. 4 for $u_{k}$ with the intervals $I_{1}$ and $I_{3}$ and the function $f$ and for $u_{m}$ with the intervals $v^{-1} I_{2}$ and $v^{-1} I_{4}$ and the function $\mathcal{C}^{\alpha}\left(v^{-1}\right) f$. It follows that $\left\|\chi_{I_{j}} f\right\| \lesssim\left(\epsilon \frac{\log \tau}{\eta}\right)^{\frac{1}{3}}\|f\|$ for $j=1$ or 3 and $\left\|\chi_{I_{j}} f\right\| \lesssim\left(\frac{\epsilon}{\eta}\right)^{\frac{1}{3}} \lesssim\left(\epsilon \frac{\log \tau}{\eta}\right)^{\frac{1}{3}}\|f\|$ for $j=2$ or 4 . Since $f$ is the sum of the four functions $\chi_{I_{j}} f$ we conclude that $\epsilon \frac{\log \tau}{\eta} \gtrsim 1$, as claimed.

Proof of Theorem A. $1^{\prime}$ We fix $\delta>0$; it is understood below that constants may depend on $\delta$. Fix $\gamma \in \operatorname{supp} \mu$, let $\Sigma=\left\{g \gamma^{-1}: g \in \operatorname{supp} \mu\right\}$ and let $\Gamma$ be the group generated (algebraically) by $\Sigma$. By [30], Theorem 5.1.3, $\Gamma$ must contain two hyperbolic elements $h_{1}^{0}, h_{2}^{0}$ without common fixed points. Hyperbolic elements without common fixed points are open in $P S L(2, \mathbb{R}) \times P S L(2, \mathbb{R})$; further, we can choose a neighborhood $V$ of $\left(h_{1}^{0}, h_{2}^{0}\right)$ in $\operatorname{PSL}(2, \mathbb{R}) \times P S L(2, \mathbb{R})$ and numbers $\tau \in[2, \infty)$ and $\eta \in(0,1]$ such that if $\left(h_{1}, h_{2}\right) \in V$, then $h_{1}$ and $h_{2}$ satisfy (76) and (77) with these values of $\tau$ and $\eta$. It follows by Lemma A. 5 that there is $\epsilon>0$ such that if $\left(h_{1}, h_{2}\right) \in V$ and $\alpha \leq 1-\delta$ then the pair $\left\{\mathcal{C}^{\alpha}\left(h_{1}\right), \mathcal{C}^{\alpha}\left(h_{2}\right)\right\}$ has no $\epsilon$-invariant vectors. Regarding $h_{1}^{0}$ and $h_{2}^{0}$ as words in the elements of $\Sigma$, we see that there are a positive integer $k$ and open sets $S \subset P S L(2, \mathbb{R}) \times{ }^{k}$ times $\times P S L(2, \mathbb{R})$ with $\mu \times \ldots \times \mu(S)>0$ and $U \subset P S L(2, \mathbb{R})$ with $\mu(U)>0$ such that if $g \in U$ and $\left(g_{1}, \ldots, g_{k}\right) \in S$ then there are two words $h_{1}$ and $h_{2}$ of length $\leq k$ in $\left(g_{1} g^{-1}, \ldots, g_{k} g^{-1}\right)$ such that $\left(h_{1}, h_{2}\right) \in V$. It follows that if $\left(g_{1}, \ldots, g_{k}\right) \in S$ and $g \in U$ then $\left\{\mathcal{C}^{\alpha}\left(g_{i} g^{-1}\right)\right\}_{i=1}^{k}$ have no $\frac{\epsilon}{k}$-invariant vectors. The theorem now follows by Lemma A.3.

Remark The above proof does not immediately give a quantitative result, because of the appeal to Theorem 5.1.3 of [30]. It is not very difficult to modify the argument so as to obtain such a result, but we will not pursue this here.

On the other hand, the above proof does give the following uniformity statement:
Corollary A. 6 Let $K$ be a weak*-compact set of probability measures on $\operatorname{PSL}(2, \mathbb{R})$ and $\rho$ a representation satisfying the hypothesis of Theorem A.1. If no measure in $K$ is supported on a coset of an elementary subgroup, then there is $\epsilon>0$ such that $\|\rho(\mu)\| \leq$ $1-\epsilon$ for all $\mu \in K$. If no measure in $K$ is supported on an elementary subgroup, then
there is $\epsilon>0$ such that $\left\|\rho(\mu)^{3}\right\| \leq 1-\epsilon$ for all $\mu \in K$.
To see this, fix $\mu \in K$ and $\gamma \in \operatorname{supp} \mu$, and define $S$ and $U$ as in the proof of Theorem A.1'. Observe that for $\nu$ in a suitable weak ${ }^{*}$ neighborhood $\mathcal{N}$ of $\mu$, the quantities $\nu(U)$ and $\nu \times \ldots \times \nu(S)$ are bounded away from zero independently of $\nu$. It follows that the bound in Theorem A. $1^{\prime}$ is uniform in $\nu \in \mathcal{N}$, hence so is the bound in Theorem A.1. The first part of Corollary A. 6 now follows using the Heine-Borel property. The second part follows from the first since taking the third convolution power preserves weak* compactness.
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[^0]:    ${ }^{1}$ By this we mean that $Q(x)=<A x, x>$ with $A$ an invertible real symmetric matrix.

[^1]:    ${ }^{2}$ The $\mathbb{R}^{2} \times \mathbb{R}^{2}$ Fourier transform differs from the $\mathbb{R}^{4}$ Fourier transform by an orthogonal change of variable, so Theorem 2.3 is applicable by remark 1 at the end of section 2 .

[^2]:    ${ }^{3}$ Actually, it would also be possible to reduce the discrete series case to the case of $\mathcal{P}^{+, 0}$ using the "principe de majoration".

[^3]:    ${ }^{4}$ We are normalizing the free laplacian via $\Delta f(k)=f(k+1)+f(k-1)$ here, rather than including a factor of $\frac{1}{2}$ as in section 3 .

